Remaining Steps for BONuS12 F2n analysis – UPDATED 9/3/2025 for a more complete accounting of systematic error analysis

Goal: Determine F2n/F2d which will allow us to also calculate F2n/F2p using existing fits to F2d/F2p.

Ingredients: 
1) Number of counts, integrated over all good runs and within final electron, proton and electron-proton coincidence cuts (including VIP cuts), binned in standard 2-D bins in Q2 and x*, for “pure” tagged D(e,e’pS)X events after applying all background subtractions and corrections
2) Same for tagged simulation.
3) Number of counts, integrated over all good runs and within final electron cuts, within standard 2-D bins in Q2 and x (same bins, but calculate x instead of x* for each event), for “pure” inclusive D(e,e’)X events (again with all background subtraction and corrections).
4) Same for inclusive simulation.

Take the ratio r_exp = (1) / (3) separately for the runs before 12600 and after. Normalize both ratios to 1 in the region around x = 0.3.

Take the ratio r_sim = (2) / (4) and normalize it to 1 as well for the same region.
 Finally, form the super-ratio SR r_exp / r_sim.
Combine “before” and “after” 12600 statistically after t-test check.

Multiply with F2n/F2d from the generator to get C * F2n/F2d from the data. To determine the constant C, set F2n/F2d (x = 0.26…0.34, data) equal to the average of existing precision fits (assuming minimal nuclear corrections in the region around x = 0.3). 

Remaining jobs: 
1) Final results for 1)-4) above, including all of the latest (end August 2025) corrections and cuts.
a. E’ corrections (shift for both data and MC, final smearing for MC) (turn those off for systematic studies)
b. Correction for accidental coincidences (Madhu)
c. Correction for 4He contamination (Madhu)
d. Correction for pair symmetric background (use e+/e- for both tagged and inclusive events, apply correction factor (1 – e+/e’) for each bin based on the statistics-weighted average E’ and qe for that bin. (Madhu)
e. Corrections for “H” background; STILL TBD: what about the contribution of that background to the INCLUSIVE “D”(e,e’)?
2) Documenting ALL work, plus all cuts, in analysis note (all)
- WE NEED A COMPLETE TABLE OF ALL CUTS (MC AND DATA) IN CHAPTER 7!!!
3) Analyze systematic uncertainty for each bin. (All)
Systematics
Cuts

*Electron Cuts: (MUST BE UPDATED – SEE ABOVE)
SEB cuts (list!)
Implicit trigger cuts (Level-2, EC threshold, HTCC threshold)
bool theta_localDC      =   theta_local > 7.0; [Avoid tracks too close to Moller cone]
EC u,v,w cuts
bool ecincut            =   ecin > 0.01;
bool evzcut             =   Elec_vz1 >=  -24.0 and Elec_vz1 <= 18.0; [Select electrons from D in target, away from target windows. Note that this corresponds to +/-21 cm around target/RTPC center]
bool nphecut            =   nphe > 2;
bool sfcut              =   (el_energy1/Elec_p1) > 0.2;
bool epcalcut           =   epcal > 0.1;
bool eprimecut          =   Elec_p1 > 2.6; [Cutoff to avoid trigger threshold and region of high pion / e+e- contamination as well as lots of (quasi-)elastic radiative effects]
bool zmin_cut           =   (( Elec_vz1  + 2.2 + 34.53)*tan(theta_el*PI/180)) < 24.85 and  (theta_el < 39.0); [Avoid tracks that go through substantial additional material in forward direction]
bool zmax_cut           =   (( Elec_vz1  + 2.2 + 34.53)*tan(theta_el*PI/180)) > 2.5 and  (theta_el > 6.5); [Avoid tracks that go through substantial additional material in forward direction]
DC_fiducial cuts

Purpose: Select only electrons (no contamination) which have been reconstructed properly.

Systematics: Contamination from π-, badly reconstructed Tracks
Required systematics study: Estimate of maximum π- contamination in our electron sample (use RG-B results?). This should be estimated as a function of x, Q2 so we can develop a kinematics-dependent uncertainty.

*Standard RTPC Cuts
bool r_helixcut      = r_helix <0;
bool chi2cut         = chi2_helix < 5 ;
bool numhitscut      = numhits > 10;
bool maxradiuscut    = max_radius > 67 and max_radius < 72;

Purpose: Goodness of track reconstruction. Since we don’t need to know our absolute efficiency, this doesn’t need to be studied. No separate systematic study necessary
bool tdiffcut        = tdiff >  tdiff_lower and tdiff < tdiff_upper; //[ Filebased upper = mean + 1.9 sigma, lower =  mean - 1.9 sigma]
//The tdiff here is maxradius corrected tdiff]
bool deltavzcut       = vz_p > Elec_vz - 22.0  and vz_p < Elec_vz  + 6.0;[// mm units]

Purpose: Remove accidental coincidences. 
Systematic Study: The entire scheme for subtracting accidentals will be tested by comparing a 15x15 subtraction scheme with a 10x10 subtraction scheme. In addition, we can also compare the results if we increase the width of the cuts by 40%. CAREFUL: In the case of Tdiff, this will require to also increase the width of the off-peak Tdiff region we use. We need the entire chain of analysis up to the final results for the ratio vs. x, normalized to 1 in the region around x=0.3, to determine which cut is better. 
We also apply corrections for the Delta-vz cuts. Compare with and without these corrections.

bool rtpcvzcut       = vz_p > -240.0 and vz_p < 180.0;

Purpose: Remove tracks outside the RTPC acceptance. 
Systematic Study: These limits are extremely generous. Ideally we would do a systematic study where we compare the results from the edges with those from the center of the vz distribution; alternatively, we can repeat the analysis with tigher vz_p cuts, e.g., -210…+150

bool dedxcut = ((dedx - 60.15)/4.630)*pow(prmom,1.773) < 1

Purpose: Remove non-proton tracks
Systematic Study: Ideally, we should do a statistically meaningful check: Cut the signal region (i.e., the events that pass that cut) in half, with the expression above either < ½ or > ½. We need the entire chain of analysis up to the final results for the ratio vs. x, normalized to 1 in the region around x=0.3, for both halves. Since they are statistically independent, we can do a simple t-test to see if those 2 halves give the same result (just like the 2 halves of the run time before and after run 12600). 

tdiffCut for MC : -240. < tdiff < 240.
deltavzcut for MC : -1.485 - 1.4*4.708 < (Elec_vz - vz_p) < -1.485 + 1.4*4.708 UPDATE!!!
 
Purpose: Approximate the effect of the Accidental Cuts for the MC 
Systematic Study: We are applying “corrections” to the MC results for the inefficiency of the vz cuts. Compare results with and without them!

*DIS + spectator Cuts
Q2 > 1.56
W* > 1.8
W > 1.8
cos(theta_pq) < -0.3
75 < p_corr <= 100 [MeV]

These cuts are not so much “quality” cuts but “Physics Cuts”. Our results surely will depend on them, so we should report the results not only for these standard cuts but also for the following alternatives:

W* > 2
-0.3 < cos(theta_pq) < 0.3 and 0.3 < cos(theta_pq) < 1
Require  cos(theta_p) < -0.1 and cos(theta_pq) < -0.1 instead
70 <= p_corr <= 120 MeV/c
Lower rmax and pmin

Corrections
GSIM Corrections: 
1) Detector Status table (knocking out bad channels)
2) Ad-hoc smearing correction

No need for systematic studies? INCLUDED in acceptance-effect systematic uncertainty

Data Corrections: 
1) Non-deuteronic background
2) e+/e- corrections

Purpose: remove the background from heavier target material and correct for the fraction of electrons due to pair-symmetric decays instead of scattering
Systematic Studies:
1) Modify the cross-normalization 4He to 2D by 20% and repeat analysis
2) Look at “Sanity Check”xls – minimal change without any 4He correction. Take ½ of diff.
3) Reduce the pair-symmetric correction by ½ of the effect, e.g., from (1-c) to (1-c/2)
4) Include or remove correction on tagged data for “H” contamination
Analysis Inputs / Misreconstruction
Beam Energy
Reconstructed E’
Reconstructed theta_e
· x, Q2
Reconstructed proton momentum in 3D
· x*, W*

Systematic Studies: In principle, it would be best to repeat the SIMULATION with varied input. We already have the simulation with a different beam energy, but with many other differences, as well. Still, the comparison of the OLD and the NEW simulation would be extremely useful – we would (at a minimum) test simultaneously the effect of beam energy, fiducial cuts, detector knock-outs, and smearing. 
For the remaining systematic tests, it would be better to not re-run the simulation, but to re-cook the GEMC output using different input for COATJAVA: 
1) Change Ebeam from 10.389 to 10.4 (only for cooking)
2) Compare the output with E’ smearing on and with smearing off (see above)
3) Compare the output with changed p momentum by multiplying with 1.1 before calculating x* and W*
4) Compare output with and without “proton efficiency weighting” based on p momentum, theta, z, and phi. Take ½ of difference between this and standard.
In all cases, repeat the entire analysis chain down to the ratio vs. x, normalized to the region around x=0.3 for the simulation and look at the average difference in those ratios.

Radiative effects
Turn radiation off entirely for both inclusive and tagged, repeat analysis.
Turn off radiation ONLY for tagged analysis; take ½ of the difference between that and full radiation

Generator input
To first order, the Generator input shouldn’t matter since we only use relative ratios. Let’s hope the Analysis Review committee will accept this, because otherwise we would have to repeat the entire simulation chain with a varied input. The only thing we CAN easily change is the following:

F2n/F2d_generated (which enters as factor into the extraction of F2n/F2d from the data):
I will provide a scale uncertainty on this quantity based on different settings for strucfunc

Acceptance*Efficiency
Compare inclusive data to inclusive simulation
Compare H/D inclusive Data to MC
vz-dep. of incl. 
compare x*=x vs. x(x*)
compare before 12600 with after (different weighing of p_proton)

Spectator Formalism
“flux factor”? Compare results with/without cut on cos(theta_pq) (take ½ difference)
x* from W* instead direct




