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1 Introduction65

The BAND detector has been added to the CLAS12 detector in Winter 2018 for66

tagged high-momentum neutron measurements in very backward direction. The67

main physics of interest is the measurement of the nucleon modification of highly-68

virtual high-momentum protons in deuterium. For this purpose, we are interested in69

d(e, e′nS)X events, where the electron is detected in the forward detector of CLAS1270

while the recoil spectator neutron is detected in BAND.71

Data for our measurement has been collected during the RGB data collection72

period in Spring 2019 and Winter 2019/2020 at various beam energies between 10-73

11 GeV and at about 4.2 GeV for calibration purposes. All of our data uses the74

inbending torus setting. We do not use the outbending data from Fall 2019 in this75

analysis. We are showing results from each of these run periods separately as well76

as combined. The final plot is a data/MC ratio for tagged events where we are most77

sensitive to the nucleon modification and a lot of systematic effects cancel to first78

order.79

This document describes in details of the data analysis for the tagged ratio plot.80

We are showing the used generators in MC for comparisons, the electron and neutron81

selection cuts for the analysis. Methods for background subtraction of accidental82

neutrons in BAND and selection of good runs from the different beam times. We83

also give comparisons of inclusive and tagged events to MC which show very good84

agreement in shape but not on an absolute scale. We also discuss some of the85

systematics investigated so far.86

Other details about the analysis framework, BAND calibration and detector87

implementation in GEMC can be found the BAND technical note [7].88

1.1 Definition of kinematic variables89

From the scattered electron detected in CLAS12, the standard inclusive kinematic
variables can be reconstructed in terms of the four momentum of the initial electron
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k = (k,E), fixed target P = (0,M), and scattered electron k′ = (k
′
, E ′)

ν = E − E ′

Q2 = −q2 = −(k − k′)2

xB =
Q2

2Mν
W 2 = (P + q)2

y =
ν

E

If a DIS event is tagged with a recoiling high-momentum neutron pn = (pn, En),
one can construct variables sensitive to the proton’s initial momentum within the
nucleus, pi = −pn (in the regime of interest where the proton and neutron are in
a short-range correlated state). Additional tagged kinematic variables can then be
reconstructed:

(W ′)2 = (pi + q)2

x′ =
Q2

(W ′)2 −M2
n +Q2

αS =
En − |pn| cos θnq

Mn

. The “primed” tagged variables x′ and W ′ are analogous to the the inclusive90

xB and W , but accounting for the proton’s initial momentum within the nucleus.91

The variable αS is the lightcone momentum fraction of the spectator neutron, and92

depends on θnq, the angle between the recoiling neutron and the virtual photon.93

1.2 Tagged double ratio94

Our observable of interest involves a ratio of experimental to theoretical yields. The95

experimental yield is obtained from our tagged DIS data, while the theoretical yield96

is obtained from events generated with a theory cross section model and propagated97

through a full GEANT4 simulation of the experimental apparatus.98

A standard procedure for obtaining experimental Born cross sections is the yield99

ratio method:100

σBornexp =
Yexp
Ysim

σBorntheory (1)

where Yexp is the experimental yield, Ysim is the simulated yield, and σBorntheory is the101

Born-level theoretical cross section that is used to generate the simulated events.102
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After QED radiative effects are applied to the generated events, they must be run103

through a simulation that accurately models the apparatus and detectors in order104

to properly account for experimental effects such as bin migration and detector105

acceptance. The experimental to simulated yield ratio can thus be described as the106

ratio of the experimental to theoretical Born cross section:107

σBornexp

σBorntheory

=
Yexp
Ysim

(2)

Thus, if the simulation used to obtain the simulated yields accurately models the108

experimental apparatus, the ratio of experimental to simulated yields is equivalent109

to the ratio of the experimental to theoretical cross sections.110

This experimental to theoretical ratio is used to form a double ratio, but indi-111

vidually normalizing the data and simulated yields (which are functions of x′) by112

the yield at a fixed kinematic point x′0:113

Rtag =
Yexp(x

′)/Yexp(x
′ = x′0)

Ysim(x′)/Ysim(x′ = x′0)
(3)

The normalization to a fixed kinematic point results in the exact cancellation114

of the experimental and simulated luminosity, and the partial cancellation of the115

neutron detection efficiency. Residual effects due to possible momentum depen-116

dence of the neutron detection efficiency are discussed in Section 9.1. Furthermore,117

acceptance and bin migration effects in CLAS12 cancel to first order.118

In this analysis, we have chosen the fixed kinematic point for normalization to be119

x′ = 0.3. While to some extent this is an arbitrary choice, inclusive measurements120

of the EMC effect in nuclei tend to be close to unity in the vicinity of x ≈ 0.3,121

indicating the minimization (or at least large cancellation) of nuclear effects. Thus122

our choice normalizes to a point where one expects the EMC effect to be smallest.123

Following the logic of Equation 2, this double ratio is equivalent to the double124

ratio of experimental to theoretical cross sections:125

Rtag =
σexp(x

′)/σexp(x
′ = x′0)

σtheory(x′)/σtheory(x′ = x′0)
(4)

The theoretical cross section model used to generate neutron-tagged DIS events126

for the simulated yield will require the proton structure function F p
2 as input. The127

free proton structure has been thoroughly mapped by inclusive DIS measurements,128

while our neutron-tagged DIS measurement is senstive to the structure of protons129

bound in deuterium. If our input model uses the free proton structure function as130
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input, and in the limit of no rescattering of the recoil neutron (i.e., PWIA), then131

the double ratio is sensitive to the ratio of the bound to free proton cross section.132

Finally, under the standard assumption that σA/σB = FA
2 /F

B
2 , the double-ratio is133

proportional to ratio of the bound to free proton structure:134

Rtag ∝
F ∗2 (x′)

/
F ∗2 (x′ = x′0)

F2 (x′)
/
F2 (x′ = x′0)

(5)
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2 Monte Carlo Generators and Smearing135

This chapter describes the various event generators used in our GEMC simulations136

as well as the further smearing applied on reconstructed MC events.137

For all simulations, we use GEMC 4.4.1 with a custom GCARD for RGB, where138

BAND and upstream geometry implemented. Details of the GEMC implementation139

of BAND and other upstream material between the detector and the target can be140

found in the BAND technical note [7]. We used the same GCARD for inclusive and141

tagged simulations for consistency. All three beam energies were simulated (10.2,142

10.4, and 10.6 GeV) separately. Each inclusive simulation included background143

merging in GEMC using random trigger data taken at 50 nA for 10.2, 40 nA for144

10.4, and 50 nA for 10.6 GeV.145

We have an inclusive event generator using the deuteron structure function and146

tagged exclusive generators based on Plane-Wave Impulse Approximation(PWIA)147

models. We generated events for each of the beam energies separately with a statis-148

tics of 25 to 100 million depending on the channel and generator of interest.149

2.1 Generators150

For the simulation of tagged events, an event generator was implemented using a151

cross section model based on the formalism of Ref. [14]. This uses the Plane-Wave152

Impulse Approximation (PWIA) to factorize the cross section for deep-inelastic scat-153

tering from a neutron in the deuteron in terms of the light-front spectral function of154

the deuteron. The only change made consisted of interchanging the proton and the155

neutron, as in this measurement the scattering from the bound proton was observed.156

The formalism was used to construct a differential cross section for spectator-tagged157

DIS from the deuteron:158

dσ[ed→ e′Xn]

dxBdQ2dφe′
dαsd2p⊥

s

αs

=
2α2

emy
2

(2− αs)Q6
wµνW

µν
N (p, q̃)S(αs,p

⊥
s ) (6)

The spectral function is159

S(αs,p
⊥
s ) =

√
m2
N + k2

2− αs
|φ̃(k)|2 (7)

where160

k2 =
m2
N +

(
p⊥s
)2

αs(2− αs)
−m2

N (8)
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was taken from the model of Ref. [13], using the AV18 interaction to describe the161

momentum distribution |φ̃(k)|2. The proton structure functions were taken from162

Ref. [8].163

This cross section was used to construct a weighted event generator. For a given164

event, the following procedure was used:165

The generating variables xB, Q2, φe′ , αs, and p⊥s were sampled from a phase-166

space distributions of choice:167

xB, Q
2, φe′ , αs, p⊥s ∼ P (xB, Q

2, φe′ , αs,p
⊥
s ) (9)

The kinematics of the event were calculated, being fully constrained by the se-168

lected variables. From this, the differential cross section was evaluated at the selected169

variables. The weight of the event was then calculated using the ratio between the170

cross section and the generating function:171

wi =
1

P (xB, Q2, φe′ , αs,p⊥s )

dσ[ed→ e′Xn]

dxBdQ2dφe′dαsd2p⊥s
(10)

This process was used to produce a large number of weighted events distributed172

across the measured phase space, with weights spanning many orders of magnitude.173

To avoid spending computational resources simulating many events with relatively174

small weights, weighted random sampling (WRS) was used to select a subset of175

events according to the weight distribution. This resulted in a set of unweighted176

events distributed according to the model cross section.177

A fully inclusive event generator, independent of PWIA factorization and using178

the deuterium structure function, was also used for comparisons to data.179

All events are generated at the scattering vertex. While external radiative ef-180

fects after scattering are handled by GEANT4, external radiative effects prior to181

scattering must be applied in the generator. External Bremsstrahlung was applied182

following the formalism described in Section IV.B of Ref. [12].183

Internal radiation was applied using the RADGEN subroutine from the clasdis184

event generator. RADGEN was used to calculate the ratio of the radiated to Born cross185

section, wrad = σrad/σBorn, in a fine grid covering the relevant range of (xB, Q
2).186

Two such tables were produced, for deuterium and proton. For inclusive scattering187

from deuterium, the radiative effects were taken to be188

wincrad =
σDrad(xB, Q

2)

σDBorn(xB, Q2)
, (11)
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while for tagged scattering from the bound proton, the radiative effects were taken189

to be190

wtagrad =
σprad(x

′, Q2)

σpBorn(x′, Q2)
. (12)

These tables were used to interpolate the value of wrad for each generated event,191

which was added as a multiplicative factor in the event weight.192

A number of systematic checks were performed to validate the sampling methods193

and ensure consistency of the cross section models (both internally and with other194

available generators).195

To validate the algorithm used to perform WRS on a population of weighted196

events, two generator samples were produced. The first sample contained weighted197

events, and the second sample used the WRS algorithm to produce unweighted198

events distributed according to the cross section. Two-dimensional plots showing199

correlations between key generated values (momentum and angles of the generated200

electron and neutron) are shown in Figure 1. As can be seen, the WRS preserves201

both the shape and normalization of the weighted events.202

As a check of both the input cross section model, and its technical implementa-203

tion in the generator, our generated distributions were also compared to a similar204

tagged DIS generator authored by W. Cosyn (based on [11]). Figure 2 shows a205

comparison of the generated electron and neutron vectors, and Figure 3 shows a206

comparison of some resulting tagged kinematic variables. The two generators largely207

agree, with ≤ 20% discrepancies in shape and normalization.208

Lastly, the internal consistency of the BAND generators was checked by compar-209

ing the inclusive generator to the PWIA generator integrated over all of deuterium.210

For the tagged DIS analysis, events of interest involve scattering from the proton in211

deuterium with a high-momentum recoil spectator neutron. If the PWIA generator212

includes scattering from either nucleon in deuterium, integrated over the entire deu-213

terium wavefunction (not just the high-momentum region), one effectively obtains214

inclusive DIS events. Figure 4 shows the comparison of generated electron vectors215

and inclusive DIS variables between the standard inclusive generator and integrated216

PWIA generator. The shape and normalization of the two generators agree to better217

than 20% (aside from a larger discrepancy on the lower edge of the generated xB218

range).219
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Figure 2: Comparisons of electron and neutron variables from the PWIA generator used
for the BAND analysis (based on Ref. [14]) with the independent PWIA generator from
W. Cosyn (based on Ref. [11]).

2.2 Smearing220

We looked at d(e, e′p) distributions to compare resolutions in simulation versus data221

for the low energy runs (LER) at 4.2 GeV in Winter 2019. For that purpose, we222

used a quasi-elastic generator based on PWIA and proton momentum distribution.223
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Figure 3: Comparisons of tagged kinematic variables from the PWIA generator used for
the BAND analysis (based on Ref. [14]) with the independent PWIA generator from W.
Cosyn (based on Ref. [11]).

In this case the proton is detected in CLAS12. The electron selection uses the same224

cuts as the tagged analysis (see Section 3). For the proton selection, we applied225

event builder PID and χ2
PID cuts.226

We found that the missing mass distributions in data and simulation were in-227
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Figure 4: Comparison of electron and inclusive DIS variables obtained from the standard
inclusive generator (using FD2 as input) and the integrated PWIA generator (using F p2
and Fn2 as input).

consistent. While the shape and peak center agreed, the missing mass width of data228

was more than double the simulation width (Fig. 5).229

Run Group A has extracted electron smearing functions from elastic scattering230

(private communication with FX Girod and Giovanni Angelini). The total smearing231

of the electron momentum variables is represented by the following functional forms232
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Figure 5: (Left) width of d(e,e’p) missing mass peak for simulation using GEMC. (Right)
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defined from RG-A.233

σ∆p
p

= c0(c1 + c2θ + c3θ
2 + c4θ

3 + c5θ
4)
√

(p2 + c2
6) (13)

σ∆θ = c0

√
(c1θ + c2)2 + (c3θ + c4)2

p2 + c2
5

p4
(14)

σ∆φ = c0

√
(c1θ + c2)2 + (c3θ + c4)2

p2 + c2
5

p4
(15)

The values of the parameters where extracted from elastic scattering in RG-A.234

To account for the discrepancy between data and simulation, we applied the RG-A235

electron smearing to our data set. After smearing, our missing mass widths become236

consistent (see Fig. 6).237

Therefore, we implement this smearing in our analysis framework. The MC238

to data comparisons in this note use the smeared electron momentum vector and239

corresponding kinematic values.240
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3 Particle Selection Cuts241

This chapter describes the electron cuts (PID and fiducial), further detector fiducial242

cuts due to problematic detector channels and the neutron selection cuts. The243

selection of electrons are based on procedures from the RGA analysis note [10].244

These selections are implemented in our bandsoft tools skimmers (see [7]) and used245

to select events with a good electron and/or a neutron. Overall, we used the same246

selection methods for the different beam energy data sets of RGB (10.2, 10.4, 10.6247

and 4.2 GeV). Only inbending data is considered in this analysis.248

3.1 Electron Fiducial Cuts249

3.1.1 DC fiducial cuts250

The parameters for DC fiducial cut in this analysis comes from the RGA fitting251

procedure using a linear cut in the local xy-plane approaches. The DC fiducial252

cuts based on the distribution of χ2/NDF from the track. In bins of x and y the253

average tracking χ2/NDF is calculated. The y was sliced into 15 bins between 25.7254

cm and 151.2 cm, 28.8 cm and 262.8 cm, 31.8 cm and 355.8 cm in region 1, 2 and 3255

respectively. In each slice of y, the x distribution of averaged χ2/NDF is analyzed.256

The center of this distribution are fitted with a constant around x = 0 cm. Then257

the x values are determined where 20% increase or 50% decrease in the averaged258

χ2/NDF level is reached compared to the fitted value at center, whichever occurs259

first. The DC fiducial cuts from RGA are applied on RGB data as shown in Fig. 7260

and Fig. 8. The survival rate for electron are determined by the fraction of event261

what passed the cuts. It is consistent between the RGA and RGB data (both 10.2262

GeV and 10.6 GeV) as well as the RGB simulation. The comparison is summary in263

Table 1. This was shown also at the RGB meeting in December 4, 2020 (here)264

RGA (%) RGB(10.2 GeV) (%) RGB(10.6 GeV) (%) RGBGEMC (%)
Region 1 97.7 97.6 97.5 97.6
Region 2 98.4 98.3 98.3 97.7
Region 3 95.7 94.9 94.7 93.9

Table 1: Electron survival rate
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Figure 7: The event distribution as function of DC xy position from RGB, 10.2 GeV data.
The red and the colored are before and after DC-fiducial cuts using RGA parameters. The
left and right plots are for region 1 and region 3, respectively.

Figure 8: The average χ2/NDF distribution as a function of DC rotated xy positions for
region 1 for 6 sectors. The red lines show the xy linear DC-fiducial cuts using the RGA’s
parameters.

18



3.1.2 Calorimeter Cuts265

Fiducial cuts are placed on the edges of the calorimeter to reduce events where266

the electromagnetic shower was not fully contained in the detector. The sampling267

calorimeter is made up of alternating layers of lead and scintillators. Our fiducial268

cut should be placed between scintillators. We chose to cut out the two outermost269

scintillators on the sides of each calorimeter. Fig. 9 and Fig. 10 show the sampling270

faction of the hits over the range of hit position for Run 6437 of RGB. We also271

checked other runs for consistency of the cut. We choose a cut value of 14 cm272

consistent with the cuts from RGA (see also RGB meeting slides at (here)).273
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Figure 9: Sampling Fraction vs. electron hit position in coordinate V. The red line denotes
the location of the cut at 14 cm to the two outer scintillators.

3.2 Electron PID274

In this analysis of the RGB data set, an event is defined by an electron detected in275

the Forward Detector of CLAS. To identify a negatively charged particle traveling276

through the FD, the torodial magnetic field is configured to bend negative particles277
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Figure 10: Sampling Fraction vs. electron hit position in coordinate W. The red line
denotes the location of the cut at 14 cm to the two outer scintillators.

outward. However, electrons can be confused with negatively charged minimum ion-278

izing particles such as π−. To minimized this effect, CLAS is equiped with a HTCC279

and ECAL that can help with e− PID at low and high momentum respectively.280

Table 2 shows the cuts we place on the PID for the FD electron281

282

3.2.1 Sampling Fraction Cut283

To obtain the sampling fraction cut as a function of EPCAL, SF distributions are284

produced in small bins of EPCAL and fit to Gaussian functions for each sector285

separately. The means and sigmas of these individual distributions can then be fit286

to the following functional form:287

µSF (x) = a+
b

x
+

c

x2
(16)
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Cut Limits Notes
Charge -1

Event Builder PID 11
SF vs EPCAL ±5σ Sector Dependent

SF vs p ±5σ Sector Dependent
SF of PCAL+ ECin

EPCAL+Eecin

p
> 0.2 only for e− with p > 4.5 GeV

Table 2: Overview of Electron PID cuts.

σSF (x) = a+
b

x
+

c

x2
(17)

The results of the fit can then be used to cut out events when the Sampling288

Fraction is 5σ away from the mean as a function of EPCAL. This must be done for289

each sector individually.290

The fits were made for the 10.2 GeV, 10.4 and 10.6 GeV run periods separately.291

The fits were also cross check with a few individual runs over the run periods to292

confirm that there were no significant changes over the run period. The data from293

run number 6437 is shown in Fig. 11 along with the location of this cut.294

This procedure was repeated for the Sampling fraction as a function of e− mo-295

mentum after the initial cut was already made. This can be see in Fig. 14 along296

with the location of this cut.297

3.2.2 PCAL and ECAL Correlation Cut298

At HTCC threshold of 4.5 GeV there is a significant pion contamination (see RGA299

note [RGAnote]). So another cut is made on the correlation between the PCALdep300

and ECALin,dep. The cut is the following:301

EPCAL + Eecin
p

> 0.2 if p > 4.5 GeV (18)

The data before and after this cut is shown in Fig. 13. After all cuts, the sampling302

fraction versus electron momentum is shown in Fig. 14.303

The electron PID cuts were also shown at the RGB meeting on December 4,304

2020 (here).305
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Figure 11: Sampling Fraction vs. Energy deposited in PCAL. Center red line denotes the
mean of the distribution while outer red lines denote the 5σ where the cut is placed.

3.3 Detector response cuts306

During data taking, there may be faulty detector components which can vary run-by-307

run. For example, during RGB data taking, some readout channels in the calorime-308

ter system became problematic but fixed later. In this analysis, runs that had309

problematic detector responses were simply thrown away 6.2. Persistent problem-310

atic detector responses were solved by cutting these regions out in both data and311

simulation.312

3.3.1 FTOF cuts313

Looking at the occupancy in data of the FTOF bars, it was found that in Sector314

2, FTOF Layer 1 has Bars 6 and 10 missing, and in Sector 5, FTOF Layer 2 has315

Bars 12 and 13 missing. See Fig. 15 for a plot demonstrating the latter issue. To316

ensure consistency in simulation, events with hits in any of these bars are manually317

removed. For the missing Layer 1 bars, only simulation hits are removed if the event318
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Figure 12: Sampling Fraction vs. momentum. The SF vs. PCAL energy cut has already
been placed. Center red line denotes the mean of the distribution while outer red lines
denote the 5σ where the cut is placed.

also has no Layer 2 hits. These strips were problematic during the entire run period,319

and permanently removed from simulation and data.320

3.3.2 PCAL cuts321

The occupancy in data of the PCAL U , V , and W strips was also investigated to322

find any problematic regions. It was found that in Sector 1, events that had hits in323

W ∈ [72, 93] cm or W ∈ [212, 231] cm needed to be removed. Similarly, for Sector 2324

with hits in V ∈ [30, 50] cm or V ∈ [95, 120], Sector 4 with hits in V ∈ [227, 245] cm,325

and Sector 6 with hits in W ∈ [172, 192] cm. See Fig. 16 for a plot demonstrating326

the Sector 1 issue. These strips were problematic during the entire run period, and327

permanently removed from simulation and data.328
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Figure 13:
Epcal

p vs. Eecin
p before and after cut for p > 4.5 GeV.

3.3.3 DC cuts329

The response of the DCs can be monitored by looking at p− θ distributions in bins330

of φ for each region. Any problematic strips will appear as deficits independent of331

p. While there were areas of the DCs that seemed problematic, the PCAL response332

cuts, described above, fixed these deficiencies. There was no permanent DC response333

cut implemented over the run period.334
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Figure 14: Sampling Fraction vs. momentum. The SF vs. PCAL energy cut and SF vs.
momentum cut have already been placed. The additional high momentum-low SF cut has
been placed.
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Figure 15: FTOF occupancy in Sector 2, Layer 1 from RGB data (blue), as compared to
simulation (red). Simulation has been normalized to the data yield at Bar 3. Data shows
missing Bars 6 and 10.
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Figure 16: PCAL W occupancy in Sector 1 from RGB data (blue), as compared to sim-
ulation (red). Simulation has been normalized to the integral of the data. The two
problematic regions are clearly visible.
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3.4 Neutron Selection and Cuts335

The selection of neutrons happens in two steps. First a good neutron candidate is336

selected from the list of BAND hits per event. All candidates are required to have337

energy deposition 2 MeVee in order to have reliable time-walk corrections. The time-338

of-flight window for candidate neutrons depends on the physics analysis of interest.339

This is done in the bandsoft tools package (seeand [7]. Second a good neutron is340

selected from a list of candidates. The second step happens in the bandsoft ana341

package or other analysis scripts which use skimmed root files as input. In the342

following, we describe the algorithm for finding a good neutron candidate.343

Events with “good-neutrons” are selected using a blocking-algorithm. Events344

that survive this algorithm are called “good-neutron” events, and are used for anal-345

ysis.346

In a single event, multiple bars may register a signal-above-threshold. The chal-347

lenge is to either accept or reject an event based on the topology of multiple hits in348

BAND. Charged particles are easy to reject with BAND as they leave tracks through349

the scintillator layers. Photons can be easily rejected via time-of-flight and energy350

deposition thresholds. Neutrons can leave “showers” or have a single interaction,351

where the former is favored with lower energy neutrons as they slow down and stop.352

Our job is further complicated with upstream material between BAND and the353

target. Any neutron interactions in the material along the way will scatter and354

slow the neutron before reaching BAND. While the momentum distribution for355

neutrons in nuclei is dominated by low-momentum neutrons, these neutrons have a356

much higher interaction probability with the material upstream of BAND. Slower357

neutrons also have a higher probability to interact with the Pb wall of BAND, and358

in the veto layer (closest to the target). To prioritize purity over statistics, our359

algorithm selects events where either a shower has started in BAND, or a single360

interaction has occurred, minimizing the contribution of charge particles, photons,361

and low-momentum neutrons that have scattered on the way to BAND.362

To select this topology in BAND, our blocking-algorithm loops through all hits363

in BAND, and asks if the hit is “blocked” by another hit, see Fig. 17. What we364

are left with are the lead-hits of a shower, or a single interaction. The exception365

of this is when two hits are close enough in space and time such that the single-366

neutron-interaction energy was shared among two adjacent bars – these events are367

clustered together and taken as “good”. Any ambiguous events where we have368

multiple showers or multiple single-hits are thrown away.369

The blocking criteria uses spacial and time information to determine whether a370

hit has been blocked or not. For example, hits that are adjacent but separated by371
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Figure 17: Cartoon schematic of the goal of blocking-algorithm. The thin rectangles
represent the veto layer of BAND and the 6x5 array of squares represents 30 of the BAND
scintillators. The target is 3-m to the right. The two red dots represent two hits (red) in
adjacent layers in BAND. The yellow ”X”s represent the BAND scintillators ”blocked” by
the hit closest to the target. In the blocking algorithm, the hit closest the target blocks
the hit behind it, and the unblocked hit is used in the analysis.

more than ∼ 10ns are not related to one another and will be taken as two separate372

hits. The blocking-algorithm works as follows - for each hit, ask if there is another373

hit that is374

1. In front of it (layerother = layerme + 1),375

2. In adjacent y (yother = yme ± 8cm),376

3. In similar x (xother = xme ± 15cm - expect for veto bars as “other”, no377

x−requirement is made),378

4. In similar ToF (ToFother =ToFme ± 3ns - except for veto bars, the window is379

±15ns),380

and if all these conditions are true, then the hit is blocked by the other hit. We381

then ask how many surviving hits are left in the event. Hits in veto bars can block382

hits in bars behind them but are not considered as neutron candidates. If there are383

more than 2 unblocked hits, the event is thrown away. For two unblocked hits, we384
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further ask if we can cluster these together (i.e. they came from the same neutron385

interaction and the energy deposition was shared among the two bars). For these386

to be clustered into one hit, we ask for the same conditions as above, but removing387

the layer-requirement. If all of those conditions are true, then we cluster the two388

hits together, and take the hit with the earliest ToF to be used in the analysis.389

With this algorithm, we throw away ∼ 5% of events due to ambiguity. See Fig. 18390

for a time-of-flight response in BAND with this algorithm implemented - a sharp391

photon peak, neutron shoulder, and random neutron background is clearly visible.392

The subtraction of the random background is shown in Sec. 4. For the physics393

analysis, neutron events will be selected based on a TOF and energy deposition cut394

on the “good-neutrons” found by the neutron algorithm.395

We added neutron fiducial cuts on band to remove events within ≈ 10 cm of396

the bar ends due to light reflection from the light pipes. We added angular cuts397

θn < 168.5◦ to remove neutrons traveling at very shallow angles thru the beam pipe398

material. We also removed the top row of scintillators due to unexplained hot spots399

near the edges, due to beam-correlated room background.400
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Figure 18: Time-of-flight per meter spectrum of “good-neutron” events in BAND.

To select a reasonable value for the required energy deposition, we examined401

the impact of different Edep cuts on our signal and background. The resulting ratio402

of signal to background, and total statistical uncertainty, are shown in Figure 19.403

The values for signal and background include all kinematic cuts used in our tagged404
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analysis (Table 3, with the additional requirement of pT < 0.1 GeV/c).405

Figure 19: S/B ratio and relative statistical uncertainty δS/S as a function of minimum
required Edep for the three different run periods. The 10.2 GeV run was at a higher beam
current and therefore a lower signal to background ratio.

Based on this study, we chose to require an minimum energy deposition of406

Edep = 10 MeVee. This requirement is large enough to have reached the approximate407

plateau in S/B, without significantly increasing the statistical uncertainty.408
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4 Random Neutron Background Subtraction409

In additional to signal neutrons, BAND also detects a constant rate of background410

neutrons. Event mixing was used to generate a high-statistics sample of background411

neutrons to perform background subtraction.412

Background neutrons for event mixing were chosen from early off-time events413

(TOF between -56 ns and -4 ns). For every neutron in this region, the TOF was414

increased by 4 ns increments until it was in the signal region (TOF between 12415

ns and 100 ns). This was done to properly subtract structure in the background416

distribution arising from the 4 ns beam bunches of the electron beam. The neutron417

was then paired with a random inclusive electron, allowing the calculation of all418

tagged DIS kinematic variables. To enhance statistics, the same off-time neutron419

was used repeatedly for each 4 ns bunch in the signal region.420

The event-mixed background was normalized to the number of background events421

in the off-TOF region used to generate the sample. All kinematic cuts applied422

to data are also applied to the background sample. For any quantity of inter-423

est, a histogram is made for both data and background and subtraction yields the424

background-subtracted distribution.425
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Figure 20: Simulated signal and background TOF distribution

A GEMC simulation was used to validate this procedure. Separate simulations of426

signal and background events were combined into a single simulated data file. In or-427
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der to assess the procedure’s ability to account for time structure in the background,428

an exaggerated time structure was included in the background. This is shown in429

Figure 20, where the simulated signal peak (TOF between 20 ns and 60 ns) sits on430

a constant background with periodic pulses. The event mixing procedure was then431

run on the simulation, and the event-mixed background distribution was compared432

to the true background distribution. Figure 21 shows this comparison for the TOF433

distribution with all kinematic cuts used in the BAND analysis. Figure 22 shows434

the same comparison for x′ distributions in bins of αS. As can be seen, the event435

mixing procedure is able to excellently reproduce the true background distribution436

in the signal region, including the periodic background pulses visible in the TOF437

spectrum.438
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Figure 21: Simulated TOF distribution for Signal and Background (blue), Background
(green) and event-mixed background (red).

A final validation was to directly compare distributions of off-time background439

events to the mixed background events. Clearly such comparisons can not be made440

for variables sensitive to neutron TOF, but they can be made for geometric quantities441

such as θn and θnq, shown in Figure 23. Both the shape and normalization of the442

distributions are in excellent agreement.443

The background subtraction procedure was presented in the RGB meeting on444

January 9, 2021 (here)445
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Figure 22: Simulated x′ distributions in bins of αS for signal and background (blue),
background (green) and event-mixed background (red).
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5 Assessing Impact of Target Wall446

In our analysis, we also need to assess the contributions of the target wall endcaps447

to data. This was also presented in the RGB meetings on February 12 and 19, 2021448

(see (here) and (here).449

In order to asses the impact of the target wall contribution in production data,450

the empty target runs (6599, 6601 and 6603) are used for 10.2 GeV beam energy451

setting. The ratio of total accumulated charge from production runs to empty runs452

is used as normalization factor. We apply similar cuts as for the tagged analysis:453

454

Electron selection cuts:455

• Eventbuilder PID = -11456

• DC and ECAL fiducials (see Section 3)457

• ECAL PID cuts (see Section 3.2)458

• Q2 > 2 GeV2
459

• W 2 > 4 GeV2
460

• 3 GeV < pe < Ebeam461

• −5 < Vz < 2 cm462

Neutron selection cuts:463

• Neutron good candidate as described in 3.4464

• −1 < cosθnq < −0.8465

• Edep > 10 MeV466

First we compare the time-of-flight spectrum and the z-vertex distribution of the467

empty target runs with one single 10.2 GeV run (6420) (see Fig. 24)468

In the next step, we apply also the momentum cuts on the neutron as in the469

tagged analysis (see Sec 8). The resulting time-of-flight spectrum and z-vertex470

distribution are shown in Fig. 25. We obtain that the target wall contribution is471

around 2% for the 10.2 GeV data and, therefore, we do not subtract explicitly for472

target wall contributions in the tagged analysis.473
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Figure 24: Distributions of the 10.2 GeV production data (a single run 6420) and target
wall data. (Left) TOF distribution for BAND. (Right) z-vertex distribution.
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Figure 25: Distributions of the 10.2 GeV production data (all good runs) and target wall
data with all tagged analysis cuts. (Left) TOF distribution for BAND. (Right) z-vertex
distribution.

In addition to the quantitative analysis, we have made some comparisons in474

the TOF spectrum between full and empty target runs with different cuts. One475
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motivation for these comparisons is to investigate the source of an anomalous peak476

in the TOF spectrum around 34 ns (listed as a known open issue in Section A).477

For the purpose of these comparisons, events are required to have both an elec-478

tron satisfying the PID and fiducial cuts detailed in Section 3, as well as a good479

neutron candidate satisfying the veto algorithm detailed in Section 3.4. A cut on480

event vertex of vz < 2 cm was applied to ensure events originated in the vicinity of481

the target, but the tight vertex cut used in the main analysis was not applied. No482

further kinematic cuts were applied to the events.483

Both the charge- and luminosity-normalized comparisons for three different Edep484

cuts are shown in Figure 26. One sees from the charge-normalized comparisons that485

the empty target rates are orders of magnitude smaller (at least 10−3) than the full486

target rates. While raising the Edep cut suppresses the anomalous 34 ns peak (see487

also A) for both the full and empty target, the suppression appears stronger for the488

empty target.489
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Figure 26: Comparison of the TOF spectrum for the full LD2 target (blue) and empty
target (red). The left column shows counts normalized by charge, while the right column
shows counts normalized by luminosity. From top to bottom, the three rows have a
minimum Edep cut of 2, 5, and 10 MeVee.
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6 Good Run Selection490

For this analysis, we have developed our own good run list, which is a refinement491

of the Quality Assurance (QA) analysis of RGB data performed by the CLAS col-492

laboration and RGB collaborators. The QA procedures and Database (QADB) was493

developed by the CLAS collaboration and implemented in both RGA and RGB.494

The QA procedure uses trigger electron yield, normalized by the Faraday Cup (FC)495

charge, in order to identify outlier data. The QADB is the resulting data structure496

that can be used when reading in data files in order to filter out problematic runs497

and events. QA and QADB documentation and code can be found at Ref. [9]. The498

result of the QA analysis for each run period of RGB can be found at Refs. [1, 2,499

3]. These results create a “good run” (and event) list for each run period, found at500

Refs. [4, 5, 6].501

This list was further refined by excluding additional runs based on the quality502

of the data recorded by BAND. Neutron yields in BAND, normalized by the FC503

charge, are used to improve the good run list that RGB developed, discussed in the504

next chapter. Data-to-simulation comparisons also further refined the good run list,505

based on problematic runs that were not captured in the QA analysis, discussed506

later in this chapter.507

6.1 BAND Good Run Selection508

Based on the good runlist for RGB runs, we also checked the quality of these runs509

for BAND events. The quality criteria were the photon, background and signal rate510

per charge for each run. Since the rate on BAND is limited, we can not do this511

analysis for a group of events per run. We can only disregard full runs or not. In512

the following, we describe the selection criteria for the different rates, the analysis513

procedure to determine bad runs and the obtained outliers.514

6.1.1 Event Selection515

We measured three types of events in BAND: neutron signal (signal), off-time back-516

ground (background), and photon events. The time-of-flight (ToF) window for the517

events were as follows: signal events were between 18 to 48 ns, background events518

were between -10 to 5 ns, and the photon events were between 8 to 13 ns. The519

background and photon events had an energy cut of 2 MeV while the signal had a520

stricter 5 MeV cut.521
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6.1.2 Analysis Procedure522

We used a ROOT script called ”counts charge.cpp” to analyze a set of skimmed files523

for BAND neutrons. The script read in data from a skimmed file, applied the cuts524

mentioned in the previous section, and wrote the new obtained counts for each cut525

to a file. If told to, it differentiates events based on which layer of BAND it hit. A526

python plotting script creates plots of counts per charge as a function of run number527

for the signal, background, and photon events. It did this for all hits in BAND, or in528

each layer. The program also calculate the weighted mean and standard deviation529

of the counts per run. It used these to plot the mean and standard deviation lines.530

The standard deviation lines were 2σ and 3σ for all hits in BAND or 3.5σ and 4σ531

for hits in each layer. We removed runs that were outside 3σ for all hits in BAND532

and outside 4σ for each layer. The higher σ for each layer in BAND is because the533

lower statistics which causes extra fluctuations in the data.534

There were four types of run periods we analyzed. In order of analysis, they were535

the 10.2 GeV run, 10.6 GeV run, Low-Energy Run (LER), and 10.4 GeV run periods.536

Because of many changes in its run conditions, we divided the 10.6 GeV run period537

into four epochs for our analysis (these are similar to the epochs in the QA timelines538

and are due to trigger changes). We similarly divided the 10.4 GeV run period into539

two epochs. The 10.2 GeV run conditions were consistent enough to analyze all540

at once. For the LER analysis, we found that sector 4 data acquisition problems541

resulted in inconsistent counts per charge strength. We removed sector 4 from542

the LER skims, and found the results much more consistent. We only considered543

production runs; consequently, we removed low luminosity, empty target, and other544

non-production runs. In addition to these non-production runs, we occasionally545

removed runs that had spurious values. We performed two passes on the 10.2 GeV,546

10.4 GeV and 10.6 GeV runs; the second pass removed bad runs found in the first547

pass in addition to the non-production and spurious runs. Counts per charge plots548

for all runs are shown in the Appendix C.549

6.1.3 Analysis Results550

We found many runs to remove from the original RGB good runs list (see RGB wiki).551

For the 10.2 GeV period, we had one such run, 6515, which had values of infinity.552

In addition to that run, we found four other bad runs: 6459, 6460, 6471, and 6551.553

As mentioned in 6.1.2, we divided our 10.6 GeV analysis into four epochs. Epoch 1554

had a spurious run, 6199, which had negative values. No other bad runs were found555

in epoch 1. Epoch 2 had two bad runs: 6209 and 6242. Epoch 3 had five bad runs in556
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Figure 27: The counts per charge as a function of run number for the 10.2 GeV period.
The black line is the mean while the orange and blue lines show the 2σ and 3σ lines
respectively.

the first pass (6252, 6254, 6285, 6287, and 6288) and four in the second (6248, 6250,557

6251, and 6266). Epoch 4 have five (6303, 6352, 6356, 6357, and 6359) which brings558

the total of bad runs for the 10.6 GeV run period to sixteen. The LER analysis559

revealed five bad runs: 11287, 11292, 11293, 11295, and 11300. For the 10.4 GeV560

period, we analysized only production and low luminosity runs. We also removed all561

runs before 11360. Excluding these, the bad runs for epoch 1 were 11361 and 11372562

in the first pass and 11394 in the second. For epoch 2, we removed nine runs (11421,563

11445, 11485, 11486, 11487, 11508, 11537, 11538, and 11548) in the first pass and564

only 11553 in the second. We removed all thirty-nine (twenty-six) of these runs from565

the good run list plus the 10.4 GeV runs before 11360. At the end we created different566

runlists for the good, bad and special runs. These can be found in runlist folder at567

the bandsoft tools software (https://github.com/hauenst/bandsoft_tools).568
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6.2 Other problematic runs569

To identify outlier runs that may remain, even after the RGB QA procedure, compar-570

isons to simulation were performed. The data and simulation were both luminosity571

normalized, and then a ratio between data and simulation taken for many detector572

variables, in fine bins of p, θ, φ. A test-statistic was constructed for each ratio, and573

the variation of this test-statistic over the run period was observed.574

A few runs appeared to have transient problems with some detector systems,575

and as such removed from the data set. Below the problematic runs are indicated576

with why they were removed:577

• 006420 – DC Sector 6 has missing strips578

• 006443 – PCAL and FTOF Sector 2 has lower yield579

• 006558 – PCAL and FTOF Sector 3 has lower yield580

• 006568 – Small statistics, run was only ∼ 10 min long581

• 006573 – PCAL and FTOF Sector 3 has lower yield582

• 006592 – PCAL and FTOF Sector 2 has lower yield583

• 006598 – Small statistics, run was only ∼ 10 min long584

The removal of these runs from the good run list after the BAND rate selection was585

applied constitutes the final run list for this analysis.586
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7 Inclusive Analysis587

In the first step of the analysis, we compared inclusive electron events with GEMC588

simulations based on a deuteron structure function event generator. The event589

generator also includes radiation.590

7.1 Cuts and Coverage591

We select our electron events with the following cuts592

• Eventbuilder PID = -11593

• DC and ECAL fiducials594

• ECAL PID cuts (see Section 3.2)595

• Q2 > 2 GeV2
596

• W 2 > 4 GeV2
597

• 3 GeV < pe < Ebeam598

Also, a tight vertex cut is implemented to identify electrons originating from within599

the target. For this analysis, an electron vertex between −5 cm < vtze < −1 cm.600

This allows for a large reduction of contamination originating from the target cell601

walls, see later discussion, as well as removing any contamination from the beamline,602

see Fig. 28.603

The final kinematic coverage in Q2,W, xB for the DIS electrons is shown in604

Fig. 29.605
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Figure 28: (Top): Electron vertex distribution for EB electrons from RGB (only a partial
run). (Bottom): Zoomed in electron vertex distribution with lines indicating the vertex
cut implemented for electron identification refinement.
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Figure 29: (Top): W vs Q2 phase space of d(e, e′)X RGB data (a single run) with event
selection cuts. (Bottom): Same but for xB vs Q2 phase space.

44



7.2 Data to MC comparisons606

We simulated 25M inclusive events for each beam energy and compare them sep-607

arately to data. As described in section 2, we apply radiative corrections in the608

simulation, add extra smearing to the electron kinematics to match data and MC609

resolutions, and include background merging independently for each beam energy.610

For our comparison plots, we scale the simulation results via the histogram inte-611

gral to data. Luminosity-normalized comparisons are not required as the observable612

of this analysis is a double ratio to remove luminosity uncertainties. Figs. ?? shows613

the comparisons for various electron kinematic variables for the data at 10.2 GeV.614

We observe a very good agreement between data and MC with a maximum devia-615

tion of 10% at the edges of phase space. In most cases, the agreement is better than616

5%. This indicates that the electron side for our tagged data and MC comparison617

is well under control. We want note that the largest deviation between data and618

MC are observed in the electron φ distributions as it is observed also in other RGA619

analyses. However, we think this does not affect the current result strongly, since620

our physics channel is symmetric in φ and the kinematic distributions match very621

well.622
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Figure 30: (Left): Q2 (Right): xB. Distributions of data (blue) and simulation (red).
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Figure 31: (Left): W 2 (Right): θe. Distributions of data (blue) and simulation (red).
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Figure 32: (Left): pe (Right): φe. Distributions of data (blue) and simulation (red).
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8 Tagged Analysis623

The experimental and simulated tagged yields were extracted using the same soft-624

ware package. The selection of electrons in CLAS12 corresponds to the inclusive625

analysis selection (Section 7) with details given in Section 3). The selection of neu-626

trons in BAND is described in Section 3.4. Table 3 list all selection cuts for the627

tagged analysis

Electron Inclusive Cuts
Neutron BAND fiducials
Neutron 0.25 GeV/c < pn < 0.6 GeV/c
Neutron Edep > 10 MeVee

Tag W ′ > 1.8 GeV
Tag αS > 1.2
Tag -1 < cos θnq < -0.8

Table 3: Kinematic cuts in tagged analysis.

628

8.1 Data - MC Comparisons629

The first step of the tagged analysis is to compare data and simulation yields. The630

simulation has been scaled to the integrated number of data counts. The simulation631

is based on the tagged generator described in Sec. 2.1 with 100M events for each632

beam energy.633

Comparisons of some key tagged kinematic variables (namely, αS, pT , x′, and634

W ′) are shown in Figure 33. For the complete set of data/MC comparisons, see635

Appendix B.636
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Figure 33: Comparison of data (points) to simulation (histograms) for various tagged
kinematic variables at each beam energy.
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8.2 Tagged double ratio results637

Here we show results for the tagged double ratio discussed in Section 1.2. Specifically,638

we determine the following ratio:639

dσdat(x
′, αS, pT , Q

2)

dσdat(x′ref, αS, pT , Q
2
ref)

/
dσsim(x′, αS, pT , Q

2)

dσsim(x′ref, αS, pT , Q
2
ref)

=

Ndat(x
′, αS, pT , Q

2)

Ndat(x′ref, αS, pT , Q
2
ref)

/
Nsim(x′, αS, pT , Q

2)

Nsim(x′ref, αS, pT , Q
2
ref)
≡ R,

(19)

where we choose x′ref = 0.3, Q2
ref emphasizes that the acceptance in Q2 changes640

for different x′, dσ is the sixfold differential cross section, and N is the number641

of un-normalized counts observed. The equality from the differential cross section642

ratio to an un-normalized count ratio is dependent on how well the simulation can643

accurately model and describe bin-migration effects, acceptance effects, radiative644

effects, etc.. As this observable is a double ratio, normalizing both simulation and645

data to a relative kinematic point, luminosity exactly cancels and detection effects646

are largely reduced.647

Figs. 34 and 35 show the available phase space in x′−Q2 when looking in bins of648

αS, pT . The double ratio, R (Eqn. 19), is shown as a function of x′ for bins of αS and649

pT , integrating over the full Q2 coverage in Figs. 36 and 37. The statistics for each650

beam energy setting have been combined. The uncertainty shown is only point-to-651

point, where data, background, and simulation statistics have been incorporated:652

R ≡ f1

/
f2 =

D

Dref

/
M

Mref

δR2 =

(
1

f2

δf1

)2

+

(
f1

f 2
2

δf2

)2

δf 2
1 =

(
1

Dref

δD

)2

+

(
D

D2
ref

δDref

)2

δf 2
2 =

(
1

Mref

δM

)2

+

(
M

M2
ref

δMref

)2

≡ R,

(20)

with D = Ndat(x
′, αS, pT , Q

2) and Dref = Ndat(x
′
ref, αS, pT , Q

2
ref) and similarly M653

refers the the simulation counts. Moreover, D are the counts after background sub-654

traction, D = Y −B, where Y is the raw yield (signal and background) and B are the655
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Figure 34: x′ − Q2 phase space for (Top): 1.3 < αS < 1.4 and pT < 0.1 GeV/c and
(Bottom): 1.3 < αS < 1.4 and pT < 0.2 GeV/c. Note for higher x′, higher Q2 is probed.
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Figure 35: x′ − Q2 phase space for (Top): 1.4 < αS < 1.5 and pT < 0.1 GeV/c and
(Bottom): 1.4 < αS < 1.5 and pT < 0.2 GeV/c. Note for higher x′, higher Q2 is probed.
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Figure 36: Double ratio results for (Top): pT < 0.2 GeV/c and 1.3 < αS < 1.4 and
(Bottom): pT < 0.2 GeV/c and 1.4 < αS < 1.5.
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Figure 37: Double ratio results for (Top): pT < 0.1 GeV/c and 1.3 < αS < 1.4 and
(Bottom): pT < 0.1 GeV/c and 1.4 < αS < 1.5.
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background counts. Thus, δD2 = δY 2 + δB2. As B is estimated from event-mixing,656

it is a combination of the statistics of the full mixed sample (Bmixed), the statistics of657

the background that is contaminating the signal region (Cscale), and the statistics of658

the mixed sample that fall within the bin of interest (Bbin): B = BbinCscale/Bmixed.659

As such, δB2 =
(
Cscale

Bmixed
δBbin

)2

+
(
Bbin

Bmix
δCscale

)2

+
(
BbinCscale

B2
mix

δBmix

)2

. Here, Cscale is660

taken to be negligible, and the uncertainty on the counts for Y , Bbin, Bmixed, and661

M is assumed to be Poissonian (δM =
√
Nsim(x′, αS, pT , Q2)).662

Figs. 36 and 37 indicate a strong deviation of the bound proton structure from663

the free proton structure as x′ grows. The deviation is seen in both αS bins for664

the full pT < 0.2 GeV/c. In the lower bin of pT , the modification is only seen in665

the lowest bin of αS as the statistics become limited at higher αS. An expectation666

of the traditional virtuality-dependent modification (F p∗
2 ∼ F p

2 (1 + vf off)) is that667

modification should grow with increasing αS. The double ratio does not permit668

the study of the αS-dependence of modification, as the ratio is normalized to 1 at669

x′ = 0.3.670

We also studied the consistency of the double ratio across beam energies. Figs. 38-671

40 show the double ratio per beam energy. The highest bin of αS from 1.4 − 1.5672

for the lower bin of pT < 0.1 is not shown per beam energy as the combined ra-673

tio already has very limited statistics (see bottom of Fig. 37). Within statistical674

uncertainty, all beam energies appear to be consistent with each other.675
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Figure 38: Double ratio results per beam energy for pT < 0.2 GeV/c and 1.3 < αS < 1.4.
Blue, red, green are beam energy of 10.2 GeV, 10.4 GeV, and 10.6 GeV, respectively.
(Top): Data (points) and simulation (histogram) yields are shown individually. (Bottom):
double ratio R is shown.
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Figure 39: Double ratio results per beam energy for pT < 0.2 GeV/c and 1.4 < αS < 1.5.
Blue, red, green are beam energy of 10.2 GeV, 10.4 GeV, and 10.6 GeV, respectively.
(Top): Data (points) and simulation (histogram) yields are shown individually. (Bottom):
double ratio R is shown.
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Figure 40: Results per beam energy for pT < 0.1 GeV/c and 1.3 < αS < 1.4. Blue, red,
green are beam energy of 10.2 GeV, 10.4 GeV, and 10.6 GeV, respectively. (Top): Data
(points) and simulation (histogram) yields are shown individually. (Bottom): double ratio
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9 Systematic effect on double ratio676

Finalizing the systematic uncertainties for the tagged double-ratio is still in progress.677

These systematics include:678

• Electron PID and cuts679

• Neutron PID and cuts (in particular cuts on Edep and pn)680

• BAND neutron detection efficiency681

• Impact of finite Q2 effects in event generator682

• Model dependence of cross section model in generator683

Some work has already been done on quantifying the impact of systematic effects684

that are expected to dominate. This is summarized below.685

9.1 BAND efficiency686

A systematic study was carried out to assess the impact of BAND neutron detection687

efficiency on Rtag. The numerator and denominator of Rtag contains the experimen-688
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tal and simulated yields, respectively, normalized to the yield in a fixed kinematic689

bin of x′ = 0.3. Note that this cancels any overall scale disagreement in the average690

experimental and simulated BAND efficiencies (e.g., if the simulated and experi-691

mental efficiencies had the same shape but the simulated one was larger by a factor692

of 2). If the BAND efficiency was independent of neutron momentum, the exper-693

imental and simulated efficiencies would exactly cancel. However, since both the694

efficiency and x′ depend on the neutron momentum, the efficiency does not cancel695

exactly. This is largely mitigated by the fact that the double ratio is extracted for696

bins in alphaS (which are effectively bins in neutron momentum), although momen-697

tum dependence of the efficiency across the bin could in theory impact the double698

ratio.699
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Figure 41: (left) BAND efficiency from simulation (solid black line) and an extreme range
of possible efficiency curves (dashed colored lines) used to assess the impact of efficiency on
Rtag; (right) The change in the double ratio of Fig. ?? of the different neutron efficiencies.

A simulation was performed to quantify the impact of different BAND effi-700

ciency shapes on Rtag. Figure 41a shows several BAND efficiency curves. The701

solid black line shows the efficiency obtained from an idealized simulation of BAND702

in GEANT4. The colored dashed lines show several possible efficiency behaviors703

(these are not physically motivated, but chosen to cover an extreme range of mo-704

mentum dependence). Simulated events from GEMC were re-weighted by the ratio705

of the dashed curves to solid curve based on the neutron momentum for each event.706

The impact was quantified by the ratio:707

R =
Ystandard(x

′)/Ystandard(x
′ = 0.3)

Yreweight(x′)/Yreweight(x′ = 0.3)
, (21)
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where Ystandard is the yield from our standard GEMC simulation, and Yreweight is the708

yield reweighted to apply a different neutron efficiency. As can be seen in Figure 41b,709

even with these extreme variations in momentum dependence, the impact on R710

remains less than a few percent. Thus, the systematic uncertainty due to a possible711

momentum dependence of the BAND efficiency is very small.712

9.2 Finite Q2 effects713

While it is common when dealing with DIS to work in the Bjorken limit (Q2 →∞),714

actual experiments are performed at finite Q2. The cross section model described715

in Section 2.1 is formulated in the sub-scaling limit regime. In order to assess the716

size of these effects, we compared these simulated results to those obtained from an717

asymptotic Q2 → ∞ PWIA event generator. The size of the effect was quantified718

by the ratio:719

R =
Ystandard(x

′)/Ystandard(x
′ = 0.3)

Yasymp(x′)/Yasymp(x′ = 0.3)
(22)

where Ystandard is the yield from the GEMC simulation with the standard generator,720

and Yasymp is the GEMC simulation with the asymptotic generator. As shown in721

Figure 42, the effect on the double ratio is less than 10%.722
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10 Conclusion723

This note described the analysis of tagged DIS measurements, d(e, e′nS)X, with724

CLAS12 and the BAND detector during the RGB data collection period in Spring725

2019 and Winter 2019/2020 at various beam energies between 10-11 GeV and at726

about 4.2 GeV for calibration purposes. We measured a DIS electron in coinci-727

dence with a recoil spectator neutron in BAND which allows to determine nucleon728

modification of highly-virtual high-momentum protons in deuterium729

Inclusive data to MC comparisons of the DIS electrons show good agreements730

giving confidence in the selection of electrons and performance of the CLAS12 de-731

tector. Comparisons of tagged neutron distributions from data and simulation also732

indicate a good understanding and calibration of BAND. The resulting data to simu-733

lation double ratio show a strong enhancement for large x’ relative to x′ = 0.3 which734

points to a strong modification of the highly-virtual protons in deuterium. Most735

detector related effects such as acceptances, efficiency and luminosity are canceling736

in this double ratio.737

Initial systematic studies of BAND neutron detection efficiency and finite Q2
738

effects show only a small effect. More systematic studies are still in progress but are739
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not expected to have a significant effect compared to the statistical uncertainty.740
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A Open issues775

A.1 Known analysis issues776

Here we give a short summary on known issues in the analysis and what has been777

done or is being done778

A.1.1 Lower BAND efficiency from data than simulation779

We determined the BAND efficiency from the low-energy run of RGB by using780

quasi-elastic d(e, e′pn) and d(e, e′p)X events. When comparing to simulation, we781

obtained about a factor of 2 less efficiency in data. This factor is independent on782

energy deposition cuts, BAND fiduciual cuts, extra smearing of electrons. However,783

a difference in efficiency does not impact the double ratio significantly as shown in784

Sec. 9.1. We also plan to use higher-statistics from RGM in the future to map the785

BAND efficiency accross the detector.786

A.1.2 Data/MC discrepancy in absolute rate787

The comparisons for inclusive and tagged data are normalized to each other. When788

the data/MC ratio is normalized by the luminosity the ratio differs for inclusive by789

∼ 0.6 − 0.7 while for tagged events it is ∼ 7 − 10. We compared multiple event790

generators with the same result. However, the double ratio minimizes sensitivity to791

the absolute rate.792

A.1.3 Peak in BAND TOF spectrum around 34ns793

In the TOF spectrum with a loose Edep > 2 MeVee cut and no fiducial cut on BAND,794

a peak around 34 ns is observed (see Fig. 43) which is much enhanced compared to795

the surrounding photon and neutron peak convoluted with peaks from the CEBAF796

4 ns beam structure. We studied the distribution of events in this peak area and797

found that it is more concentrated in the top bars of bars. Therefore, the top 3 bars798

in each of the BAND layers were removed by the BAND fiducial cuts. Furthermore,799

the 34-ns peak is also suppressed by the analysis Edep > 10 MeVee cut.800

A.1.4 Peak in Edep distribution around 10 MeVee801

In Fig. 44 the energy deposited by BAND hits is compared between MC and data.802

We observe a peak around 10 MeVee in data which is not visible in MC. This803
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Figure 43: BAND TOF spectrum with and Edep > 2 MeVee cut and electron in CLAS12.
Beam bunch structure of 4 ns is visible together with photon peak and neutron shoulder.
There is also an unusual peak around 34 ns.

peak only occurs for neutron momenta between 0.25GeV and 0.275GeV . It is not804

correlated with the peak in the TOF spectrum (see previous section). We also note805

the difference in the energy spectrum for values above 20 MeVee. This is due to the806

limited dynamic range of the FADCs and overflow of the signal amplitude, hence807

some of the signal strength is cut in the digitization. This behaviour is not simulated808

in GEMC. However, the overflow of the signal amplitude has no effect on the data809

analysis itself since events pass anyway the energy deposition cuts and the time-walk810

correction is very small for large amplitudes.811

A.2 Questions raised by committee812

Questions in Sebastian’s email from July 10 as response to first informal meeting on813

July 07814

1. Can you explain the last 3 slides in your presentation? I am quite interested815

to look at the spectrum from the empty target vs. the full LD2 target, but816

I can’t tell whether you apply the same cuts (and how they are normalized817

relative to each other). Obviously, it can’t be literally true that the empty818

target spectra are much larger than the LD2 ones.819

2. Could you send me the simply experimental ratio Y (x′)/Y (x′ = 0.3) for the820

two αS bins, 1.3− 1.4 and 1.4− 1.5? No corrections - just the ratio of counts.821
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Figure 44: Comparison of BAND energy deposition between data and GEMC.

3. For an ABSOLUTE comparison, I would just need the unnormalized yields822

Y (x′) for the 2 αS bins themselves, plus the integrated luminosity correspond-823

ing to the runs that you integrate over. I would think that I should be able to824

get an answer to better than within a factor of 7.825

Response:826

1. The last 3 slides show the TOF for BAND hits that have passed veto algorithm827

and been identified as the good neutron hit candidate (short, of course, of TOF828

cut). The distributions for full and empty targets have been normalized by829

luminosity. If they were simply normalized by charge, you would see that the830

empty target rates are orders of magnitude lower than full target rates.831

2. to be done832

3. to be done833

Followup questions by Sebastian on empty target runs (July 12, 2022):834

1. For these 3 slides, did you apply all of the DIS and spectator cuts in your835

slides, also including the vertex cut?836
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2. For the latter, does it remove the exit and entrance windows? It would be837

useful to see a vertex distribution for both empty and full target with all cuts.838

3. When you say that if they were normalized by charge, the rates are “orders of839

magnitude lower” - can you quantify that? E.g., for the 10 MeVee case, the840

neutron peak appears to be at least 3x larger for the empty than for the full841

target - by which factor would that be reduced if you would normalize by FC842

instead?843

Response: to be done844

B Tagged data/MC comparisons845
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Figure 45: (Left): Q2. (Right): xB. Distributions of data (points) and simulation (his-
togram) per beam energy.
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Figure 46: (Left): W 2 (Right): θe. Distributions of data (points) and simulation (his-
togram) per beam energy.
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Figure 47: (Left): pe (Right): φe. Distributions of data (points) and simulation (his-
togram) per beam energy.
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Figure 48: (Left): Vertex-z (Right): Neutron multiplicity. Distributions of data (points)
and simulation (histogram) per beam energy.
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Figure 49: (Left): xn (Right): yn. Distributions of data (points) and simulation (his-
togram) per beam energy.

0.5

1.0

1.5

Co
un

ts
 [a

.u
.]

1e4
10.2 GeV
10.4 GeV
10.6 GeV

300 290 280 270 260
zn [cm]

0.5

1.0

1.5

Da
ta

/S
im

ul
at

io
n

0.0

0.5

1.0

Co
un

ts
 [a

.u
.]

1e4
10.2 GeV
10.4 GeV
10.6 GeV

158 160 162 164 166 168
n [deg.]

0.5

1.0

1.5

Da
ta

/S
im

ul
at

io
n

Figure 50: (Left): zn (Right): θn. Distributions of data (points) and simulation (his-
togram) per beam energy.
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Figure 51: (Left): φn (Right): ToF. Distributions of data (points) and simulation (his-
togram) per beam energy.
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Figure 52: (Left): pn (Right): pT . Distributions of data (points) and simulation (his-
togram) per beam energy.

69



1

2

3

4

Co
un

ts
 [a

.u
.]

1e3
10.2 GeV
10.4 GeV
10.6 GeV

0.2 0.3 0.4
p  [GeV/c]

0.5

1.0

1.5

Da
ta

/S
im

ul
at

io
n

0.5

1.0

1.5

Co
un

ts
 [a

.u
.]

1e4
10.2 GeV
10.4 GeV
10.6 GeV

1.3 1.4 1.5
S

0.5

1.0

1.5

Da
ta

/S
im

ul
at

io
n

Figure 53: (Left): p‖ (Right): αS . Distributions of data (points) and simulation (his-
togram) per beam energy.
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Figure 54: (Left): θnq (Right): φnq. Distributions of data (points) and simulation (his-
togram) per beam energy.
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Figure 55: (Left): x′ (Right): W ′. Distributions of data (points) and simulation (his-
togram) per beam energy.
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C Good Run Selection Plots846

C.1 10.2 GeV Good Runs847

Figure 56: The counts per charge as a function of run number for the 10.2 GeV period.
The black line is the mean while the orange and blue lines show the 2σ and 3σ lines
respectively.

Figure 57: The counts per charge for BAND Layer 1 as a function of run number for the
10.2 GeV period. The black line is the mean while the orange and blue lines show the
3.5σ and 4σ lines respectively. The ”violet” points are the current.
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Figure 58: The counts per charge for BAND Layer 2 as a function of run number for the
10.2 GeV period. The black line is the mean while the orange and blue lines show the
3.5σ and 4σ lines respectively.

Figure 59: The counts per charge for BAND Layer 3 as a function of run number for the
10.2 GeV period. The black line is the mean while the orange and blue lines show the
3.5σ and 4σ lines respectively.

Figure 60: The counts per charge for BAND Layer 4 as a function of run number for the
10.2 GeV period. The black line is the mean while the orange and blue lines show the
3.5σ and 4σ lines respectively.
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Figure 61: The counts per charge for BAND Layer 5 as a function of run number for the
10.2 GeV period. The black line is the mean while the orange and blue lines show the
3.5σ and 4σ lines respectively.
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C.2 10.6 GeV Good Runs848

C.2.1 Epoch 1849

Figure 62: The counts per charge as a function of run number for epoch 1 in the 10.6 GeV
period. The black line is the mean while the orange and blue lines show the 2σ and 3σ
lines respectively.

Figure 63: The counts per charge for BAND Layer 1 as a function of run number for epoch
1 in the 10.6 GeV period. The black line is the mean while the orange and blue lines show
the 3.5σ and 4σ lines respectively. The ”violet” points are the current.
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Figure 64: The counts per charge for BAND Layer 2 as a function of run number for epoch
1 in the 10.6 GeV period. The black line is the mean while the orange and blue lines show
the 3.5σ and 4σ lines respectively.

Figure 65: The counts per charge for BAND Layer 3 as a function of run number for epoch
1 in the 10.6 GeV period. The black line is the mean while the orange and blue lines show
the 3.5σ and 4σ lines respectively.

Figure 66: The counts per charge for BAND Layer 4 as a function of run number for epoch
1 in the 10.6 GeV period. The black line is the mean while the orange and blue lines show
the 3.5σ and 4σ lines respectively.
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Figure 67: The counts per charge for BAND Layer 5 as a function of run number for epoch
1 in the 10.6 GeV period. The black line is the mean while the orange and blue lines show
the 3.5σ and 4σ lines respectively.
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C.2.2 Epoch 2850

Figure 68: The counts per charge as a function of run number for epoch 2 in the 10.6 GeV
period. The black line is the mean while the orange and blue lines show the 2σ and 3σ
lines respectively.

Figure 69: The counts per charge for BAND Layer 1 as a function of run number for epoch
2 in the 10.6 GeV period. The black line is the mean while the orange and blue lines show
the 3.5σ and 4σ lines respectively. The ”violet” points are the current.
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Figure 70: The counts per charge for BAND Layer 2 as a function of run number for epoch
2 in the 10.6 GeV period. The black line is the mean while the orange and blue lines show
the 3.5σ and 4σ lines respectively.

Figure 71: The counts per charge for BAND Layer 3 as a function of run number for epoch
2 in the 10.6 GeV period. The black line is the mean while the orange and blue lines show
the 3.5σ and 4σ lines respectively.

Figure 72: The counts per charge for BAND Layer 4 as a function of run number for epoch
2 in the 10.6 GeV period. The black line is the mean while the orange and blue lines show
the 3.5σ and 4σ lines respectively.
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Figure 73: The counts per charge for BAND Layer 5 as a function of run number for epoch
2 in the 10.6 GeV period. The black line is the mean while the orange and blue lines show
the 3.5σ and 4σ lines respectively.
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C.2.3 Epoch 3851

Figure 74: The counts per charge as a function of run number for epoch 3 in the 10.6 GeV
period. The black line is the mean while the orange and blue lines show the 2σ and 3σ
lines respectively.

Figure 75: The counts per charge for BAND Layer 1 as a function of run number for epoch
3 in the 10.6 GeV period. The black line is the mean while the orange and blue lines show
the 3.5σ and 4σ lines respectively. The ”violet” points are the current.
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Figure 76: The counts per charge for BAND Layer 2 as a function of run number for epoch
3 in the 10.6 GeV period. The black line is the mean while the orange and blue lines show
the 3.5σ and 4σ lines respectively.

Figure 77: The counts per charge for BAND Layer 3 as a function of run number for epoch
3 in the 10.6 GeV period. The black line is the mean while the orange and blue lines show
the 3.5σ and 4σ lines respectively.

Figure 78: The counts per charge for BAND Layer 4 as a function of run number for epoch
3 in the 10.6 GeV period. The black line is the mean while the orange and blue lines show
the 3.5σ and 4σ lines respectively.
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Figure 79: The counts per charge for BAND Layer 5 as a function of run number for epoch
3 in the 10.6 GeV period. The black line is the mean while the orange and blue lines show
the 3.5σ and 4σ lines respectively.
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C.2.4 Epoch 4852

Figure 80: The counts per charge as a function of run number for epoch 4 in the 10.6 GeV
period. The black line is the mean while the orange and blue lines show the 2σ and 3σ
lines respectively.

Figure 81: The counts per charge for BAND Layer 1 as a function of run number for epoch
4 in the 10.6 GeV period. The black line is the mean while the orange and blue lines show
the 3.5σ and 4σ lines respectively. The ”violet” points are the current.
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Figure 82: The counts per charge for BAND Layer 2 as a function of run number for epoch
4 in the 10.6 GeV period. The black line is the mean while the orange and blue lines show
the 3.5σ and 4σ lines respectively.

Figure 83: The counts per charge for BAND Layer 3 as a function of run number for epoch
4 in the 10.6 GeV period. The black line is the mean while the orange and blue lines show
the 3.5σ and 4σ lines respectively.

Figure 84: The counts per charge for BAND Layer 4 as a function of run number for epoch
4 in the 10.6 GeV period. The black line is the mean while the orange and blue lines show
the 3.5σ and 4σ lines respectively.
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Figure 85: The counts per charge for BAND Layer 5 as a function of run number for epoch
4 in the 10.6 GeV period. The black line is the mean while the orange and blue lines show
the 3.5σ and 4σ lines respectively.
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C.3 Low-Energy Runs (LERs)853

Figure 86: The counts per charge as a function of run number for the LER period. The
black line is the mean while the orange and blue lines show the 2σ and 3σ lines respectively.

Figure 87: The counts per charge for BAND Layer 1 as a function of run number for the
LER period. The black line is the mean while the orange and blue lines show the 3.5σ
and 4σ lines respectively.

Figure 88: The counts per charge for BAND Layer 2 as a function of run number for the
LER period. The black line is the mean while the orange and blue lines show the 3.5σ
and 4σ lines respectively.
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Figure 89: The counts per charge for BAND Layer 3 as a function of run number for the
LER period. The black line is the mean while the orange and blue lines show the 3.5σ
and 4σ lines respectively.

Figure 90: The counts per charge for BAND Layer 4 as a function of run number for the
LER period. The black line is the mean while the orange and blue lines show the 3.5σ
and 4σ lines respectively.

Figure 91: The counts per charge for BAND Layer 5 as a function of run number for the
LER period. The black line is the mean while the orange and blue lines show the 3.5σ
and 4σ lines respectively.
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C.4 10.4 GeV Good Runs854

C.4.1 Epoch 1855

Figure 92: The counts per charge as a function of run number for epoch 1 in the 10.4 GeV
period. The black line is the mean while the orange and blue lines show the 2σ and 3σ
lines respectively.

Figure 93: The counts per charge for BAND Layer 1 as a function of run number for epoch
1 in the 10.4 GeV period. The black line is the mean while the orange and blue lines show
the 3.5σ and 4σ lines respectively. The ”violet” points are the current.
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Figure 94: The counts per charge for BAND Layer 2 as a function of run number for epoch
1 in the 10.4 GeV period. The black line is the mean while the orange and blue lines show
the 3.5σ and 4σ lines respectively.

Figure 95: The counts per charge for BAND Layer 3 as a function of run number for epoch
1 in the 10.4 GeV period. The black line is the mean while the orange and blue lines show
the 3.5σ and 4σ lines respectively.

Figure 96: The counts per charge for BAND Layer 4 as a function of run number for epoch
1 in the 10.4 GeV period. The black line is the mean while the orange and blue lines show
the 3.5σ and 4σ lines respectively.
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Figure 97: The counts per charge for BAND Layer 5 as a function of run number for epoch
1 in the 10.4 GeV period. The black line is the mean while the orange and blue lines show
the 3.5σ and 4σ lines respectively.
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C.4.2 Epoch 2856

Figure 98: The counts per charge as a function of run number for epoch 2 in the 10.4 GeV
period. The black line is the mean while the orange and blue lines show the 2σ and 3σ
lines respectively.

Figure 99: The counts per charge for BAND Layer 1 as a function of run number for epoch
2 in the 10.4 GeV period. The black line is the mean while the orange and blue lines show
the 3.5σ and 4σ lines respectively. The ”violet” points are the current.
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Figure 100: The counts per charge for BAND Layer 2 as a function of run number for
epoch 2 in the 10.4 GeV period. The black line is the mean while the orange and blue
lines show the 3.5σ and 4σ lines respectively.

Figure 101: The counts per charge for BAND Layer 3 as a function of run number for
epoch 2 in the 10.4 GeV period. The black line is the mean while the orange and blue
lines show the 3.5σ and 4σ lines respectively.

Figure 102: The counts per charge for BAND Layer 4 as a function of run number for
epoch 2 in the 10.4 GeV period. The black line is the mean while the orange and blue
lines show the 3.5σ and 4σ lines respectively.

93



Figure 103: The counts per charge for BAND Layer 5 as a function of run number for
epoch 2 in the 10.4 GeV period. The black line is the mean while the orange and blue
lines show the 3.5σ and 4σ lines respectively.

94


	Introduction
	Definition of kinematic variables
	Tagged double ratio

	Monte Carlo Generators and Smearing
	Generators
	Smearing

	Particle Selection Cuts
	Electron Fiducial Cuts
	DC fiducial cuts
	Calorimeter Cuts

	Electron PID
	Sampling Fraction Cut
	PCAL and ECAL Correlation Cut

	Detector response cuts
	FTOF cuts
	PCAL cuts
	DC cuts

	Neutron Selection and Cuts

	Random Neutron Background Subtraction
	Assessing Impact of Target Wall
	Good Run Selection
	BAND Good Run Selection
	Event Selection
	Analysis Procedure
	Analysis Results

	Other problematic runs

	Inclusive Analysis
	Cuts and Coverage
	Data to MC comparisons

	Tagged Analysis
	Data - MC Comparisons
	Tagged double ratio results

	Systematic effect on double ratio
	BAND efficiency
	Finite Q2 effects

	Conclusion
	Open issues
	Known analysis issues
	Lower BAND efficiency from data than simulation
	Data/MC discrepancy in absolute rate
	Peak in BAND TOF spectrum around 34ns
	Peak in Edep distribution around 10 MeVee

	Questions raised by committee

	Tagged data/MC comparisons
	Good Run Selection Plots
	10.2 GeV Good Runs
	10.6 GeV Good Runs
	Epoch 1
	Epoch 2
	Epoch 3
	Epoch 4

	Low-Energy Runs (LERs)
	10.4 GeV Good Runs
	Epoch 1
	Epoch 2



