FFA@CEBAF Working Group|Minutes
Meeting date | time 03/17/2023 | 11 AM EST | Meeting location 
		Meeting called by
	Alex B

	Type of meeting
	Weekly Meeting

	Facilitator	Alex B

	Note taker	Ryan, Alex C

	Timekeeper	Alex B



	Attendees
Alex B, Ryan, Alex C, Andrei, Jay, Kirsten, Donish, Stephen, Kitty, Scott, Dejan, Randy, 


Intro Discussion
IPAC, weather
Agenda topics
Time allotted | 25 mins | Agenda topic LDRD24 | Presenter All
· Following JLAAC discussion (below in AOB), Ryan shares initial brainstorming idea:
· [image: ]
· [image: ]
· [image: ]
· [image: ]
· Stephen: Is it possible to spend LDRD funds at other labs?
· Would be useful for him to make magnets for testing
· Ryan *thinks* it’s possible if made as a procurement – TBD
· JLab would be a good place to test b/c it’s the right type of radiation
· Alex B: we can discuss more at the retreat
· Scott, how much effort is allowed on simulation work without LDRD?
· Andrei: there will be an FOA coming next year – will cover efforts at BNL and JLab
· NP funding can support JLab effort, unsure about BNL
· Will talk to Director to make sure BNL efforts are supported
· Scott: mostly concerned with, can the JLab staff continue to work on this as their day job?
· Kirsten: EIC is my main job, this is just a small task. 
· Andrei: we are squeezing out some effort, but eventually we’ll need (FY25) to ramp up.
· Alex B: at some point, this will become a project?
· Dejan: leader of small group doing interesting stuff (Scott and Stephen). A lot of money will be moved to EIC
· There’s less and less enthusiasm about R&D due to budget
· Working on proton therapy
· CEBAF Upgrade
· Scott: that’s a separate issue to a certain extent. But for a visible participation for those at BNL, we will need an account number.
· Email is one thing, but coming over, scheduling meetings, etc… will become a problem next year.
· WE NEED to make sure JLab people have a code for their efforts.
	Action Items
	Person responsible	Deadline
	
	
	

	
	
	



Time allotted | 25 mins | Agenda topic Splitters | Presenter Ryan
· Pushing through with some iterations in BMAD, based on input from Jay with new magnet designs
· Jay is looking at a 380 cm dipole that can go up to ~1.8 T. Says 3 m should be about the same, and cooling would be easier
· They are 50 cm X 50 cm, so they fit in the simulations nicely
· [image: ]
· [image: ]
· [image: ]
· [image: ]
· [image: ]
· [image: ]
· Alex B: you can show proper magnet sizes in BMAD?
· Kirsten – yes, even each magnet can be customized
· So far, the best geometry layouts use a smaller field/bend angle. Will continue iterating
· Ryan is working with graphical layouts, then putting them into BMAD to do the simulations
· Iterating in BMAD after, not more graphically
· Ryan also showed failed attempt at mid-arc splitter:
· [image: ]
· Will look at re-ordering. This effort was a failure
· Alex B: 8 quads per line should be enough to match everything
· Scott – 7 is the minimum, but you’ll regret not having 8
· Alex B: So let’s start looking at optics
· Scott – geometry, then path length, then optics
· Dejan disagrees with order of design. Is of the opinion that one should start with M56 and TOF correction first
· Scott mentions that geometry tends to be the hardest part
· Jay mentions that the fields outside of the magnets are non-trivial at 5 cm outside the steel
· Discussion about using some permanent magnets (smaller transversely) so help fit in the magnets
· Also discussion about using non-traditional magnet setups to help
· Ryan says trying to start simple, and add in complexity if/when needed
· Dejan mentions extraction
· Ryan spoke to Doug, says they do not need each hall to get different passes. This simplifies extraction
· May lean toward putting splitter mid-arc – TBD
· Scott: you’ll use 6 quads to match, giving two more to get a range of available R56 values. To get others, you’ll need to shift things in ways that may not work, or may make other things worse.
· Dejan: Alex B has worked a lot with M56, and will be a good resource
· Alex B: and Donish has worked with pathlength chicanes a lot too!
· 
	Action Items
	Person responsible	Deadline
	
	
	

	
	
	


Time allotted | 10 mins | Agenda topic AOB | Presenter All
· JLAAC preliminary response report. 
· [image: ]
· We’re extending the technology from CBETA, so we need to actually test this.
· Much higher E at CEBAF
· Current at CBETA is ~40 mA for single pass (70 uA for single pass)
· Power: we are ~3 orders of magnitude higher
· [image: ]
· [image: ]
· [image: ]
· Reminder: retreat in ~ 3 weeks. Please register, etc…
· Alex B will set up a folder for administrative purposes.
· Wednesday before the retreat, if you have a presentation, please upload what you have
· Scott: planning-wise, travel is being done at JLab for guests. Haven’t heard back yet.
· Tristan is working on it
· Scott: from my point of view, my time would be best spent having a good amount of time with Ryan/Kirsten/Alex C to help out with details.
· Will leave Sat morning so have full Friday
· Alex B: LDRD discussion would be good to have viewgraphs.
· Dejan wants to present something
· Can stay in ResFac
· Alex C volunteered to drive people from Norfolk
· Vasiliy is coming
· Scott has problem arriving day earlier, but Dejan and Stephen can arrive day before
· Tour around noonish on Thursday
· Alex B: next week, lots of events here at the lab, no meeting next Friday
· [image: ]
· Next meeting (2 weeks), Donish will present
	Action Items
	Person responsible	Deadline
	
	
	

	
	
	


Special notes 

Pathway to Repository: https://jeffersonlab-my.sharepoint.com/:f:/g/personal/tristan_jlab_org/EqZ5MeS-nipCgPfZB5p0oS4B9Is67d3nQb9sLJI3Zyev9g

NO MEETING NEXT WEEK.
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FY24 LDRD: Rough Timeline

* All LDRDs are now 2 years

* Year 1
* Begin purchases/building/installing components
* All purchases for FY *MUST* be in-hand prior to end of FY24
« Simulations for power deposition, radiation effects, field quality, and lifetime

* Finalize contracts with external beamlines, if needed

* Year 2
* Finalize installation of components
* Conduct beam-on tests (optics, correction, deposition, etc...)
* When possible, reproduce results
* Compare results to simulations
* Publish results
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FY24 LDRD: Personnel

* Year 1

* ~2 FTE for simulations

 ? FTE for purchasing, construction, installation
* Year 2

 ? FTE for installation/maintenance
* ~2 FTE for tests/operation
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FY24 LDRD: Costs (without numbers)

*Year1l
* Labor
* Procurement
* Installation
* Training
* Year 2
* Labor
* Installation/maintenance
* Travel to test site
* Training
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Topic 15: 22-GeV CEBAF FFA Energy Upgrade:

An effort has been underway for several years to evaluate the technical feasibility of an upgrade
of the CEBAF energy to 22 GeV, based on the implementation of a multi-turn recirculating arc
employing fixed field alternating gradient (FFA) technologies. JLab is leading this effort in
collaboration with BNL, ORNL, and Cornell. A preliminary concept exists based on an upgrade
of the CEBAF injector energy to 650 MeV and replacement of the final two existing arcs (9 and
A) with two FFA arcs. Each arc supports six simultaneous orbits, spanning a factor of two in
energy, and raising the number of circulations traversals to 10.5 from 5.5 currently. The energy
gain in the CEBAF linacs remains unchanged, although the optical functions require adjustment
to accommodate the new arcs. The FFA arcs are non-scaling, meaning the beta functions (and
phase advance) are different for each circulation. Synchrotron radiation becomes significant in
the FFA arcs, resulting in a transverse beam emittance about a factor of three larger, and an
energy spread about a factor of ten larger, than at 12 GeV.. Since the December 2021 AAC
meeting the concept of accelerating positrons through the FFA arcs to 22 GeV has been dropped.

The design builds on experience with the CBETA energy recovery linac operated for several
years at Comnell. Both CBETA and the CEBAF energy upgrade rely on arcs constructed with
permanent-magnet combined function magnets implemented as a non-scaling FFA. The designs
differ however, in the need for an open midplane in the CEBAF magnet design to accommodate
the much higher level of synchrotron radiation produced in the arcs.
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A number of technical issues have been addressed to date including:

Concept for a 3-pass injector to operate at 650 MeV, consistent with the
requirement to maintain e+ capabilities for the 12-GeV program. [

Magnetic design of the combined function permanent magnet, including magnetic
measurements on a prototype verifying magnetic performance (~1E-3).

Optical design of the FFA arcs including matching into the linac section.

Design of new linac optics to accommodate the FFA arcs, consistent with the
existing CEBAF arcs.

Tracking simulations through the FFA arcs, including errors.

Design of switchyard modifications to allow the ten passes, including integration
of time-of-flight chicanes required to keep the beams in phase with the RF
system.
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Comments:

CBETA provides the starting point for the 22-GeV upgrade concept. CBETA demonstrated
‘multi-turn FFA operations, although only at very low beam intensities. In addition, there was
some unexplained beam loss in CBETA. This needs to be ungerstood as the 22-GeV concept is
developed.

The prototype magnet has been shown to meet magnetic requirements. The next step is to
understand the radiation hardness of the two candidate magnetic materials (Samarium Cobalt and
Neodymium) in a machine environment. Samarium Cobalt was used successfully for the PEP-IT
IR doublets at SLAC.

The committee believes that the current feasibility design shows promise for a cost-effective
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The prototype magnet has been shown to meet magnetic requirements. The next step is to
understand the radiation hardness of the two candidate magnetic materials (Samarium Cobalt and
Neodymium) in a machine environment. Samarium Cobalt was used successfully for the PEP-IT
IR doublets at SLAC.

The committee believes that the current feasibility design shows promise for a cost-effective
means of upgrading the CEBAF energy to 22 GeV, and believes that at this point development of
a concrete R&D plan would serve the interests of both JLab and the various stakeholders. Such a
plan would identify goals, strategy, the full scope of activities, and the required support to
complete a conceptual design around 2030.
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BIOMEDICAL RESEARCH
& INNOVATION CENTER

March 24 at 3 p.m.

Jefferson Lab, CEBAF Center
12000 Jefferson Ave
Newport News, VA 23606

Jefferson Lab is excited to unveil its newest initiative
focusing on development of ife-changing
technologies from fundamental research in nuclear
physics. Join us for this exciting event!
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Dr. Asmeret Asefaw Berhe
Director, Department of Energy Office of Science

Recaption to follow
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Next LDRD: Lots to do, but a narrative?

* Simulation Studies:
« Iterate on S2E (not fundable by itself — perhaps leave out)
* Beam loss and power deposition
* Include simulations and comparison of different permanent magnet materials
* Quality and lifetime studies under radiation damage
* Impact of vacuum problems on higher-energy beams

* Hardware Studies:

« Install magnet/cell/mini-arc prototype for tests with real beam (and compare to
simulations)

* Facilities: LERF, UITF (perhaps too low E), ATF?, CLEAR?, other JLab beamline?

« Tests could include purchase/building and installation of Panofsky corrector and
button BPMs

* Buttons exist on a Hall line (C I think)

« Install/deposit various magnet materials in/near dump or high-radiation area for
before/after quality checks




