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Abstract

This analysis note presents the first measurement of the E double-
polarization observable for the reaction γn → K+Σ− using the po-
larized hydrogen-deuterium target from the g14 (HDice) run period.
Circularly polarized photons of energies between 1.1 and 2.3 GeV in-
cident on the HD-Ice target were used. The analysis note presents the
methods used to determine the K+Σ− final state and to establish any
background processes evident in the yield. The detailed procedure to
determine the E observable is also presented.
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1 Introduction

This section briefly introduces the reaction of interest and the relevant g14
running conditions as well as the methodology used to experimentally deter-
mine the double polarization observable E.

1.1 The ~γ~n→ K+Σ− reaction

Figure 1 shows the reaction ~γ~n → K+Σ− on a free neutron target in the
center-of-momentum (c.m.) frame. Since free neutron targets do not exist,
a deuteron target was used, treating the proton as a spectator. For such a

~�
~n

⌃�

K+

⇡�
n

Figure 1: The reaction ~γ~n→ K+Σ− in the c.m. frame.

“spectator” process the proton recoils with it’s initial Fermi momentum in
deuterium, which is rarely large enough for the proton to reach the CLAS
detector. The photoproduced Σ− decays to nπ− with a 99.848% branching
ratio and cτ = 4.434 cm. The final state of interest can be reconstructed by
the detection of two-charged tracks (K+, and π−) and one neutral track in
the final state. Due to the limited angular coverage of the Electromagnetic
Calorimeter and its low detection efficiency, the reaction is reconstructed
with the detection of the two charged tracks only, while assuming the neutron
target was at rest. The effect of this assumption on the determination of E
are discussed in Sec. 2.

For photoproduction of scalar mesons from a polarized target with a polarized
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photon beam, the differential cross-section is given by [1]:

dσ

dt
=

(
dσ

dt

)
0

[1− PlinΣ cos(2φ)

+Px(−PlinH sin(2φ) + P�F)

+Py(T− PlinP cos(2φ)) (1)

+Pz(PlinG sin(2φ)− P�E)],

where (Px, Py, Pz) is the polarization of the target, Plin is the transverse
polarization of the beam at an angle φ to the reaction plane, and P� is
the degree of right-circular polarization of the beam. For a longitudinally
polarized target and a circularly polarized photon beam Eq. (1) reduces to

dσ

dt
=

(
dσ

dt

)
0

[1− PzP�E]. (2)

The methods used to determine the double-polarization observable E are
discussed in Sec. 1.3

1.2 The g14 Experiment

1.2.1 Running conditions

This analysis used data from the g14 experiment, which run from December
1, 2011 to May 17, 2012 using frozen-spin Hydrogen-Deuteride (HD) targets.
The experiment was conducted using circularly and linearly polarized pho-
ton beams. For the analysis prescribed here, the circularly polarized data
were used, which covered a photon-energy range between 0.6 and 2.5 GeV.
The target was longitudinally polarized and data on both orientations were
collected. Due to issues outlined in Ref. [2], run periods Silver 3, Silver 4,
and Silver 5 were not included in this analysis. Table 1 lists the various
g14 run periods that utilized a circularly polarized photon beam and their
corresponding run-conditions.

1.2.2 The HDice target

The g14 experiment used the HDice target [3], which presented several ad-
vantages over other neutron-polarized targets. The HDice target, which can
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Period Beam Energy Beam Pol Run Range Events Target Pol
(MeV) (%) [2] (106) (%) [2]

Silver 1 2280.96 81.7 68021-68092 830 +25.6± 0.7
Silver 2a 2280.96 81.7 68094-68123 393 +23.0± 0.6
Silver 2b 2280.96 76.2 68124 - 68176 777 +23.0± 0.6

Silver 3 2280.96 76.2 68188 - 68230 250 (+20.9)?
Silver 4 2280.96 76.2 68232 - 68305 820 (−17.2)?
Silver 5 2280.96 88.8 68335 - 68526 4832 (−15.5)?

Gold 2a 2541.31 88.2 69227-69254 470 +26.8± 0.9
Gold 2b 2541.31 83.4 69255-69364 1626 +26.8± 0.9
Empty A 3355.75 82.4 68995-69036 660 0.0

Table 1: List of g14 circularly polarized run periods. Run periods in bold font
were used in this analysis. Run periods Silver 3, 4 and 5 were problematic
for reasons discussed in detail in Ref. [2] and thus excluded from further
analysis.

achieve high deuteron polarizations (∼ 25− 30% with long relaxation times
of over one year, has only small contaminations from unpolarized target ma-
terial, with the main contaminant being the aluminum cooling wires. In
addition, its internal NMR system allowed for frequent measurements of the
target polarization during the experiment (for more details on NMR mea-
surements see Ref. [4]). Empty target data were collected to subtract con-
tributions from the aluminum cooling wires and the beam entrance and exit
windows of the target cell. Details on the empty-target subtraction are pre-
sented in Sec. 2. More details on the HDice target and the determination of
the deuteron polarization are found in Ref. [2] and references therein.

1.2.3 Detector calibration

The calibration of all detector systems used in the g14 run-period were per-
formed using the standard CLAS software packages with some run-specific
modifications. These procedures and calibration constants were reviewed
and approved by the g14 group and details are outlined in Ref. [2]. The
calibration procedure is based on an iterative process since the calibration of
various systems is correlated. Because of this, over 12 iterations were per-
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formed, following a specific order. Plots that summarize the quality of the
calibrations based on reconstructed data on a run-by-run basis are summa-
rized and shown in Ref. [5].

1.2.4 Data reconstruction and skimming

The standard CLAS software for data reconstruction (user ana) was used
to “cook” data and translate detector information (TDC and ADC values)
to physical information (energies and momenta). The reconstructed particle
information was stored in BOS banks and in ROOT trees (using rootbeer
ntuples). Several skims were then produced that only kept events that were
candidates for the final state of interest, thus reducing significantly the total
file size, allowing a faster and easier data analysis. These skims were based
on loose momentum-dependent β cuts to provide an initial identification of
the charged-tracks detected in CLAS. The beta cut range between βimin and
βimax was determined as follows:

βimin/max =
p√

p2 + (mi
min/max)

2c2
+ αimin/max. (3)

The superscript i in Eq. (3) denotes the particle type (pion, kaon, and pro-
ton). The values of the particle mass range mi

min/max and offsets αimin/max
are listed in Table 2. The analysis outlined in this note used a skim where

Particle Momentum Range Mass Range (mi
min/max) Offsets (αimin/max)

Proton 0.3 ≤ p < 2.5 GeV 0.80/1.1 GeV/c2 -0.06/+0.06
Kaon 0.2 ≤ p < 2.5 GeV 0.42/0.6 GeV/c2 -0.05/+0.05
Pion 0.1 ≤ p < 2.5 GeV 0.05/0.3 GeV/c2 -0.03/+0.03

Table 2: Mass and offset parameters used for skimming.

one positive Kaon and one negative pion candidate, with no restrictions on
neutral tracks were identified within the β limits. These cuts and the further
refinements to isolate the K+Σ− sample are presented in Sec. 2.
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1.2.5 Energy and momentum corrections

The reconstructed particle momenta extracted using the fitting routines in
the user ana software package give the average particle momenta as mea-
sured in the region of the drift-chambers. The particles traversing though
the CLAS detector system lose energy through ionization, which should be
accounted for to obtain a more accurate reconstructed momenta for the par-
ticle. In addition, over time and when placed under field small misalignments
of the drift chambers can arise. These factors contribute to a small errors in
the reported particle momentum that depends on the particle’s position, and
momentum. Two sets of corrections were used to improve the determination
of the particle momenta: the so-called eloss corrections, as well as momen-
tum corrections. The CLAS eloss package [6], propagates the track from its
measured position in drift-chamber layer 1 to its vertex position. The routine
assumes a linear path and calculates the energy loss due to ionization in all
materials traversed by the track in question.

Momentum corrections functions were identified using kinematic fitting of
the high-statistics and kinematically overdetermined reaction γp → pπ+π−.
Details on the kinematic fitting can be found in Ref. [2]. Analysis of this
kinematically overdetermined reaction also allowed assessment of the accu-
racy of the incident photon energy determination. From this analysis small
corrections (< 1%) were applied to the photon energies in this analysis (as
presented in detail in Ref [2]). The correction for the gravitational sag of
the tagging hodoscope (as determined in 2005 from g11 data) was already
incorporated in the reconstruction code.

1.2.6 Photon beam polarisation

The circularly polarized photon beam was produced via Bremsstrahlung,
from a longitudinally polarized electron beam incident on a gold foil. The
foil comprised of 10−4 radiation lengths and was positioned 30 cm upstream
of the Hall-B tagger magnet. In the bremsstrahlung process, the electron
polarization is transfered to the photons according to [7]:

P� = Pel
4x− x2

4− 4x+ 3x2
, with x =

Eγ

Eel
, (4)
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where Pel and Eel are the electron polarization and energy respectively, and
P� is the degree of circular photon polarization. The longitudinal polar-
ization of the electrons was measured throughout the experiment using the
Hall-B Møller polarimeter and the energy of the incident beam was given by
the accelerator. The photon energy Eγ was measured by the Hall-B Tag-
ger spectrometer on an event-by-event basis. Data with both orientations of
the photon circular polarization were collected by flipping the helicity of the
incident electron beam pseudo-randomly at about 960 Hz, with the helicity
value recorded for each event. More details are given in Ref. [2].

1.3 Determination of E

Two methods were employed for the determination of E, both based on the
cross-section Eq. (2). In the first method, simple asymmetries were con-
structed for each kinematic bin, utilizing different orientations of the photon-
target polarization. The second approach utilized a maximum likelihood
method.

The cross section for each case of photon-helicity and target polarization
orientation is (aligned: ⇒; and anti-aligned: �) is given by

dσ(Eγ, cos θc.m.K+ )

d(cos θc.m.K+ )

⇒

=

(
dσ(Eγ, cos θc.m.K+ )

d(cos θc.m.K+ )

)
0

[1− |Pz||P�|E] (5)

dσ(Eγ, cos θc.m.K+ )

d(cos θc.m.K+ )

�

=

(
dσ(Eγ, cos θc.m.K+ )

d(cos θc.m.K+ )

)
0

[1 + |Pz|, |P�|E] (6)

where |Pz| and |P�| denote the magnitude of the average target and photon
polarization respectively. The reaction yield detected, which is proportional
to the polarized cross section, incident photon flux, F⇒/�, and the detector
acceptance, A(Ω, p, ...), is given by:

Y ⇒ ∼ cF⇒[1− |Pz||P�|E)]A(Ω, p, ...) (7)

Y � ∼ cF�[1 + |Pz||P�|E)]A(Ω, p, ...) (8)

1.3.1 Method 1:

The high rate of beam-helicity flipping resulted to a very small flux, F⇒/�,
asymmetry (less than 10−3). Therefore, taking the photon-fluxes for the
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two orientation of the photon polarizations to be equal, F⇒ = F�, the
calculation of the asymmetry (Y �−Y ⇒)/(Y � +Y ⇒) allows the cancellation
of contributions from the detector acceptance, A(Ω, p, ...) and normalization
coefficients, c:

Y � − Y ⇒

Y � + Y ⇒
= |Pz||P�|E. (9)

Therefore, the double polarization observable E can be determined by simple
counting statistics in each kinematic bin for aligned and anti-aligned photon-
target polarizations:

E =
1

|Pz||P�|
Y � − Y ⇒

Y � + Y ⇒
. (10)

The statistical uncertainty is given by simple error propagation from the
uncertainty of the yields (σY i =

√
Y i):

σE =
2

|Pz||P�|

√
Y �Y ⇒

(Y � + Y ⇒)3
. (11)

Equation (11) ignores uncertainties in the determination of |Pz| and |P�|;
these are treated as systematic uncertainties.

1.3.2 Method 2:

The second approach uses Eq. (7) and (8) to construct the log-likelihood
function:

logL = b+
Y⇒∑
i=1

log(1− |P i
z ||P i

�|E) +
Y�∑
i=1

log(1 + |P i
z ||P i

�|E), (12)

where the sums are over all events with parallel and anti-parallel orientations
of target and photon polarizations. This log likelihood function was then
maximized using TMinuit [8] to determine the value of E. The constant b in
Eq. (12) absorbs the detector acceptance and the normalization coefficients,
and has no effect in the maximization of the function as it does not depend
on E. The maximization of the log-likelihood function using TMinuit also
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returns the statistical uncertainty of the determined observable. The value
of E, which maximizes the log-likelihood function can be found by taking the
first derivative of logL with respect to E:

∂ logL

∂E
= −

Y⇒∑
i=1

|P i
z ||P i

�|
1− |P i

z ||P i
�|E

+
Y�∑
i=1

|P i
z ||P i

�|
1 + |P i

z ||P i
�|E

. (13)

For illustration purposes, we use the fact that the product |P i
z ||P i

�|E is much
smaller than 1.0 and expand 1

1±|P iz ||P i�|E
to the first two terms using a Taylor

expansion ( 1
1−x =

∑∞
n=0 x

n):

∂ logL

∂E
≈ −

Y⇒∑
i=1

|P i
z ||P i

�|(1 + |P i
z ||P i

�|E) +
Y�∑
i=1

|P i
z ||P i

�|(1− |P i
z ||P i

�|E). (14)

Setting Eq. (14) to zero and solving for E we get the value of E which maxi-
mizes our log-likelihood:

Ê =

∑Y�

i=1 |P i
z ||P i

�| −
∑Y⇒

i=1 |P i
z ||P i

�|∑Y�

i=1(|P i
z ||P i

�|)2 +
∑Y⇒

i=1(|P i
z ||P i

�|)2
. (15)

It is trivial to show that Eq. (15) reduces to Eq. (10) from Method 1 when
|P i
z ||P i

�| = |Pz||P�|. The uncertainty of the estimated observable can be
determined by taking the inverse of the second derivative with respect to E
evaluated at Ê. For very small values of the product |P i

z ||P i
�|E, the analyti-

cal solution illustrated here and numerical solution provide by TMinuit are
identical. However, the numerical solution is used as it typically provides a
better estimate of the observable.
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2 Reaction Reconstruction

Skimmed rootbeer ntuples as described in Sec. 1.2.4 were processed for fur-
ther analysis. This section describes the steps taken to reconstruct the re-
action γn → K+Σ−, and the studies performed that estimate background
contributions. A table that summarizes the cuts applied and their values is
given at the end of the section.

2.1 Particle identification

The initial particle identification applied on skimming was deliberately quite
loose to ensure the yield of interest was not removed. A more stringent par-
ticle ID cut was developed to more reliably identify the final state kaon and
pion. For this, two independent measurements were employed to calculate
the β of each track; one involving information from the Drift Chambers alone
(momentum) and one involving information from the TOF system (distance
and time). For the former, the charged-track’s speed was calculated under
assumptions of its mass – that of a pion, and kaon – as follows:

βDC =
p√

p2 + (mi
PDGc

2)2
, (16)

where mi
PDG is the assumed PDG mass for each candidate. Since we are

only interested in events with only one K+ and one π− in the final state,
positive tracks were assigned the nominal mass of the kaon (493.677 MeV)
and negative tracks assigned the nominal mass of a pion (139.570 MeV). The
speed from the TOF system was calculated using the event start time, the
time of the hit in the TOF system, and the reconstructed distance traveled
by the charged track:

βTOF =
dTOF

(tTOF − tstart)c. (17)

The two independent measurements of β were then compared to each other
through ∆β = βDC − βTOF , testing which choice of mi

PDG is correct; for the
correct choice, the ∆β momentum dependence lies around 0. Figure 2 shows
the ∆β distribution as a function of momentum for the positive (left) and
negative (right) track, assuming a kaon and a pion mass respectively. The
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red lines indicate the nominal particle identification cut applied. Therefore,
a cut on ∆β provided us with the particle identification needed to further
process the events of interest. Ideally, as the detector resolution is momentum
dependent, a momentum-dependent ∆β cut is employed. However, we have
only seen insignificant effects on the extracted observable from a momentum-
dependent cut, and thus a momentum-independent cut was applied. The
effect the particle identification cut has was systematically studied by varying
the cut as discussed in Sec. 3.

It is evident from Fig. 2 that a portion of positive pions with high mo-
menta are being misidentified as kaons with this early-stage particle identi-
fication cut. Subsequent cuts significantly reduce the misidentified particles
(see Sec. 2.3). The highly-sloped lines in the ∆β distribution correspond to
particles that originated from other events at adjacent beam-bunches. Such
events are removed by our reaction reconstruction cuts described in Sec. 2.4.

2.2 Photon selection

Within the timing gate of the tagger focal plane detectors, typically 6 or
7 events are detected in coincidence with the event detected in CLAS (see
Fig. 3). Only one of these electrons is associated with the photon initiating
the reaction in the target. The other events may be bremsstrahlung electrons
associated with photons that did not interact in the target or which were
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Figure 2: ∆β distribution as a function of momentum for the positive (left)
and negative (right) track, assuming a kaon and a pion mass respectively.
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Figure 3: Number of good electron hits in the Tagger Spectrometer for each
event.

stopped by the collimator or other tagger materials. The correct electron
event is selected from the coincidence time between the detected event in
CLAS and the electrons in the tagger focal plane detectors:

∆t = ttrack − tγ, (18)

where tγ = tpho + 7.5 cm+zvertex
c

, and ttrack = tTOF − dTOF

βDCc
. The 7.5 cm corre-

sponds to the target offset with respect to the center of the CLAS detector.
Figure 4 shows the coincidence time between the focal plane detectors and
the kaon (left) or pion (right). The ∼ 2 ns beam-bunch structure of the
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Figure 4: Coincidence time ∆t between the kaon (left) or pion (right) and
all photons with good status registered in the Tagger bank.

accelerator is clearly evident. The electron associated with the photon that
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initiated the reaction lies within the central beam-bunch centered at 0 ns.
The kaon ∆t shows a less regular structure that results from the inclusion
of misidentified pions at this early stage of event selection. With tighter
∆β cuts and event selections subsequently described, the irregular features
in the kaon timing are removed. The photon that initiated the reaction is
selected as the photon that results in coincidence times between the kaon
and pion less than 1.2 ns (|∆tK+| < 1.2 ns and |∆tπ−| < 1.2 ns). Only events
that result in 1 photon that satisfies this requirement are kept for further
analysis, allowing us to unambiguously determine the photon that initiated
the reaction. Figure 5 shows the photon multiplicity with coincidence times
|∆tK/π| < 1.2 ns. About 51% of reconstructed events have no photon that
gives both kaon and pion coincidence times less than 1.2 ns due to the large
number of kaon misidentification. Around 43% of our events allow the un-
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Figure 5: Photon multiplicity for events in which the coincidence times be-
tween the photon and both particles detected in CLAS result in less than
1.2 ns.

ambiguously determination of the photon that initiated the reaction. The
effect the photon selection has on the determined observable was studied and
the results are presented in Sec. 3.
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2.3 Particle misidentification

As discussed above and evidenced by Fig. 2 a fraction of positive pions were
misidentified as kaons. The majority of these events can be removed using
simple cuts on the reaction kinematics to reconstruct the mass of the spec-
tator nucleon. For the reaction of interest γn → K+Σ− the good events
will reconstruct to the mass of the nucleon (with Fermi smearing) from
the Σ− decay . For misidentified Kaon events then the γn → π+π−X
reaction (where the misidentified ”Kaon” is given the pion mass) would
also give a nucleon mass (fermi smeared). The data for these two miss-
ing mass calculations is shown as a 2D plot in Fig. 6. The first vertical
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Figure 6: Missing mass of the reaction γn → π+π−X (where the identified
Kaon is given the pion mass) as a function of γn→ K+π−X.

band at MM(K+π−) around 0.94 GeV/c2 corresponds to the event of inter-
est. Events with MM(K+π−) around 0.85 GeV/c2 and MM(π+π−) around
0.95 GeV/c2 correspond to misidentified kaon events. A cut that removes
events with MM(π+π−) < 1.04 GeV/c2 was applied to reduce misidentified
pions.
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Figure 7 shows the mass squared of the charged tracks

m2
calc = p2(

1

β2
− 1.0), (19)

before (yellow) and after (blue) the particle-misidentification cut was applied.
The top panel shows the positive kaon candidates and the bottom panel the
negative pion candidates.
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Figure 7: Mass square of the charged tracks calculated before (yellow) and
after (blue) the particle-misidentification cut was applied. The black vertical
lines show the nominal masses of the particles.

2.4 Reaction Reconstruction

The particle-identification, photon-selection, and misidentified-particle cuts
select a clean sample of events where the positive charged track corresponds
to a kaon, and the negative to a pion. The reaction was then reconstructed
by studying the missing-mass of γn→ K+X and γn→ K+π− assuming the
neutron target at rest. For the reaction of interest we select events where
the MM(γn → K+X)) correspond to the mass of the Σ− and MM(γn →
K+π−)) correspond to the mass of the neutron. Figure 8 shows the missing-
mass of γn→ K+X vs γn→ K+π− indicating the different physics channels
that contribute. A two-dimensional cut was employed to removed contri-
butions from γp → K+Λ and γp → K+Σ0 as indicated by the red line in
Fig. 8. Events from these reactions that leak above our cut were estimated
using simulated data as discussed in the next section. The final cuts that
select our reaction of interest are illustrated in Fig. 9. The extent of the
cut at higher missing mass was chosen to minimize contributions from the
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ent physics channels that contribute.
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cuts that select the reaction of interest.

Σ∗ channels (quantified in Sec. 2.5). Simulated studies have shown that the
events evident at lower missing masses correspond to events in which the
kaon decayed within the CLAS system. These events are associated with
large errors in the kaon momenta and because of this are largely removed

15



from further analysis by the cut at lower missing masses.

The width of the Σ− peak reflects the detector resolution as well as effects
from assuming that the target neutron at rest. Because of this, a cut on the
MM(γn → K+X) reduces contributions from events produced on a target
nucleon with high initial Fermi momenta. Figure 10 shows the effect that
target neutron momentum has on the calculated missing mass γn → K+X
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Fermi momentum using generated data.

using generated data (not processed with GSIM), when assuming the target
nucleon is at rest. GSIM processed data, which would reflect the detector
resolution further spread the width of the signal. There is a clear correlation
between the mass of Σ− and the initial Fermi momentum. This is used to
estimate the systematic effect of initial Fermi motion on the extracted values
for E (see Sec. 3) ∗.

∗This was done as measuring sufficient experimental quantities to determine the initial
Fermi momentum on an event-by-event basis led to unacceptable reduction of the statis-
tical accuracy. Previous work ( see Thesis of J. Fleming [9]) showed the consistency of the
present results with the event-by-event determination, with limited statistical accuracy.
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2.5 Background studies

As discussed above, background contributions are removed from the data
sample by two-dimensional cuts. However, one can argue that a portion of
events survives these cuts and contributes to the final data sample used in
the determination of E. To establish these contributions, we generated and
processed data through a realistic detector simulation (the target nucleons
were given a momentum that was sampled from the typical Fermi-momentum
distribution). Our nominal cuts were then applied and the remaining con-
tributions from all background channels was investigated. The background
channels considered here are (all generated with equal weights)

Reaction 1: γp → K+Λ

Reaction 2: γp → K+Σ0

Reaction 3: γn → K+Σ∗−

Reaction 4: γp → K+Σ∗0

A signal (Reaction 0: γn → K+Σ−) data sample was also generated. The
reconstruction of the GSIM-processed sample was treated the same way as
real data, only retaining events where one positive kaon and one negative
pion track was reconstructed. Figure 11 shows the distribution of these
events (missing-mass of γn → K+X vs missing-mass of γn → K+π−X)
before the application of the reaction reconstruction cuts.

The relative contributions from each reaction channel that survives our re-
action identification cuts were:

Reaction 0: 48%

Reaction 1: 0.1%

Reaction 2: 0.2%

Reaction 3: 1.4%

Reaction 4: 0.1%.

The relative contribution is calculated using the ratio of events of the reaction
of interest that survive the cuts to the number of events generated for the
specific reaction. These findings indicate that a background subtraction is
not necessary as the background contributions are sufficiently removed from
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Figure 11: Missing-mass of γn→ K+X as a function of the Missing-mass of
γn→ K+π−X for our generated signal sampled (Reaction 0) and background
samples (Reactions 1-4), before any reaction reconstruction cuts.

our data sample with our reaction reconstruction cuts†. As cross-sections for
background channels are different from the cross section of the reaction of
interest, these ratios should be scaled accordingly (the numbers as quoted
here are based on the assumption that all reactions have equal production
cross sections). For illustration purposes, Fig. 12 shows the missing mass of
γn → K+X from generated data, for our signal events (Reaction 0: blue
histogram) and the biggest contribution of background (Reaction 3: red

†Detailed studies on the background contributions per kinematic bin were performed
using our generated data. Contributions from background reach 4-5% at one or two
kinematic bins, but are typically less than 1%. These result in an uncertainty in E in the
order of 0.02, which are an order of magnitude smaller than the statistical or the total
systematic uncertainties.
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histogram) after reaction reconstruction cuts are applied.
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Figure 12: Missing-mass of γn → K+X using generated data for signal
reaction (blue histogram) and reaction 3 (red histogram) after all reaction
reconstruction cuts.

2.6 Target-cell contribution

The empty-cell data, listed in Table 1, were used to account for contributions
to the yield of interest yields from the aluminum cooling wires and the beam
entrance and exit windows. These contributions come from unpolarized nu-
cleons and thus are associated with E = 0. However, the inclusion of such
events dilutes the determined observable. Consider, for example,the yield
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resulting from a polarized beam and target:

Y ⇒
S = αSF

⇒[1− |Pz||P�|ES)]A(Ω, p, ...) (20)

Y �
S = αSF

�[1 + |Pz||P�|ES)]A(Ω, p, ...), (21)

where αS is a normalization coefficient that accounts for target characteristics
(legth, density, ...) and includes the unpolarized cross section. Simularly, the

yield resulting from unpolarized contributions in the target cell, Y
⇒/�
B :

Y
⇒/�
B = αBF

⇒/�A(Ω, p, ...), (22)

(as the observable EB = 0). The total yield collected in our data sample is a

linear combination of these yields, Y
⇒/�
S and Y

⇒/�
B :

Y
⇒/�
T = Y

⇒/�
S + Y

⇒/�
B . (23)

When the asymmetry is built using Y
⇒/�
T :

AT =
Y �
T − Y ⇒

T

Y �
T + Y ⇒

T

=
αS

αS + αB
|Pz||P�|ES, (24)

and thus

ES =
1

d

1

|Pz||P�|
AT , (25)

where d is the dilution factor αS
αS+αB

.

d =
αS

αS + αB

=
αT − αB
αT

= 1− αB
αT

. (26)

The ratio of αB
αT

can be calculated by estimating the number of events that
originate from the aluminum wires and the entry/exit windows. This is done
using empty target data. Specifically, empty-target data are flux-normalized
using the In-Beam Cryostat (IBC) located at zvert ∼ 1 cm (see Fig. 13), and
the ratio of events (within the target cell −12 < zvert < −3 cm) between the
flux-normalized empty-target runs and normal production runs gives us αB

αT
.
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The gold2 run period used a different target cell with a different number of
aluminum wires than the Silver and empty run-periods, and thus a factor that
corrects for the relative difference between the gold2 and empty-target target
cells from the aluminum contributions was needed. This factor was calculated
(see Ref. [2]) to be 0.9. Therefore, the ratio of αB to αT is calculated as
follows:
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Figure 13: Reconstructed z-vertex position of the kaon for production (yel-
low) and empty target (blue) runs. The red vertical lines show the cuts to
select that originate within the target cell.

1 Flux-normalize empty target data to Silver runs using the events from
IBC.

2 Obtain αsilverB by integrating between −12 < zvert < −3 cm of the
flux-normalized empty target data.

3 Flux-normalize empty target data to gold runs.

4 Obtain αgoldB by integrating between −12 < zvert < −3 cm of the flux-
normalized empty target data.

5 Obtain αB = αsilverB + 0.9αgoldB .
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6 Obtain αT by integrating all production data between −12 < zvert <
−3 cm.

6 Calculate αB
αT

and obtain the dilution factor d.

Figure 13 shows the reconstructed z-vertex position of the kaon for produc-
tion (yellow) and empty target (blue) runs. The empty target runs were
flux-normalized to the gold and silver runs using the IBC data located at
∼ 1 cm. The red vertical lines show the z-vertex cuts applied to select data
that originate within the target cell, which are used in the calculation of
the dilution factor d. The calculated ratio αB

αT
was found to be equal to

0.2465± 0.0023 (see Appendix A).

2.7 Summary

The reaction reconstruction cuts described in this section allows for a reliable
identification of the reaction γn→ K+Σ−, (relatively) free from background
contributions. Table 2.7 summarizes these cuts.

Cut Description

Particle multiplicity 1 positive 1 negative
Kaon Particle identification |∆β| < 0.036
Pion Particle identification |∆β| < 0.08

Photon selection |∆t| < 1.2 ns
Photon ambiguity Events with only 1 γ with |∆tK/π| < 1.2 ns

Particle misidentification MM(γn→ π+π−X) > 1.04 GeV/c2

2D cut on MM(γn→ K+X) : y as a
Production on neutron function of MM(γn→ K+π−X) : x

0.32 + 0.98 · x > y > 0.25 + 0.98 · x
Σ− Selection 0.87 < MM(γn→ K+π−X) < 1.03 GeV/c2

1.15 < MM(γn→ K+X) < 1.3 GeV/c2

z-vertex cut −12 > zvert > −3 cm

Table 3: List of cuts applied to reconstruct the reaction γn→ K+Σ−.
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3 Systematics Studies

Several sources of systematic uncertainties were investigated. This section
lists the ones that had non negligible effect on the determination of the po-
larization observable. These systematics mainly arise from our cut choices
for particle identification, empty target subtraction, and reaction reconstruc-
tion, as well as the the uncertainties propagated from the degree of photon
polarization.

The estimation of systematic uncertainties that are related with the reaction
reconstruction cuts were done by comparing values of the polarization observ-
ables between our nominal cuts (Enom) and a tigher (or looser) cuts (Etc/lc.
As these two observables are largely determined from the same data sample,
their uncertainties are heavily correlated‡. The difference ∆E = Enom−Etc/lc
would thus reflect systematic effects as well as statistical fluctuations. To
reduce the effect of statistical fluctuations the observable is determined over
all cos θc.m. and the difference ∆E as a function of Eγ is studied. This is
justified as no statistically significant systematic dependence on cos θc.m. was
found for any of the studies presented in the following sections. For each
of these studies, the upper estimate of the systematic uncertainty is taken
as the average ∆̄E + RMS∆E since also no significant energy dependence in
the systematic uncertainty determination is evident. The term ∆̄E reflects
any systematic offset in the determination, and the term RMS∆E reflects the
statistical accuracy of the systematic offset.

3.1 Systematic effect of particle identification

3.1.1 Kaon PID

The nominal cut for pion identification was varied from |∆β| < 0.036 (which
reflects the 3σ position) to a tighter, 2σ |∆β| < 0.024 and a looser 4σ |∆β| <
0.048 cuts. The biggest effect was seen with the looser cut, with the results
and the difference ∆E = Enom − Elc shown in Fig. 14.

‡As this correlation is unknown the statistical uncertainty was not propagated to the
difference ∆E
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Figure 14: Systematic study of Kaon identification. Left panel shows the
determined observables for an integrated cos θc.m. bin for two variations of
our cut and the right panel shows the difference ∆E.

From this, an upper value of the systematic uncertainty associated with the
Kaon identification cut was estimated at σsysKaon PID = 0.013.

3.1.2 Pion PID

The nominal cut for pion identification was varied from |∆β| < 0.08 (4σ) to
a tighter |∆β| < 0.04 (2σ). As no major contributions from other negative
particles affect our pion sample, a relatively wide (4σ) cut was used as our
nominal. The difference ∆E = Enom − Elc is shown in Fig. 15.

From this, an upper value of the systematic uncertainty associated with the
Kaon identification cut was estimated at σsysP ion PID = 0.024.

3.2 Systematic effect of photon selection

The effect the photon selection procedure has on the observable was exten-
sively studied by varying the coincidence time cut as well as implementing
a different criteria for the photon selection. Specifically, our nominal selec-
tion criterion was based on selecting events in which both the kaon and
the pion coincidence times with a particular photon were less than 1.2 ns
as well as having only 1 photon that satisfied this timing requirement. The
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Figure 15: Systematic study of Pion identification. Left panel shows the
determined observables for an integrated cos θc.m. bin for two variations of
our cut and the right panel shows the difference ∆E.

timing requirement was varied to 1.0 ns and 1.5 ns, with the determined ob-
servable showing negligible differences with our nominal selection. We have
also performed systematic studies that compare the determined observables
by selecting the photon using only coincidence times of one of the detected
particles. In these studies photons with photons-pion coincidence times less
than 1.2 ns, without imposing any requirement on the kaon-photon coin-
cidence time were selected (similarly, the opposite was done by selecting
photons with photon-kaon coincidence time less than 1.2 ns, without im-
posing any requirement on the photon-pion coincidence time). The biggest
difference was seen between the observable determined using only the photon-
pion coincidence time and only the photon-kaon coincidence times as shown
in Fig. 16. From this, an upper value of the systematic uncertainty asso-
ciated with the photon selection was estimated at σsysγ selection = 0.06. This
uncertainty also reflects the effect from accidental tracks, as such tracks will
not result in the same photon-selection.

3.3 Systematic effect of particle misidentification

Misidentified kaon events were removed with a cut on the missing-mass of
the reaction γn → π+π−X as shown in Fig. 6 (MM > 1.04 GeV/c2). A
tighter and looser cuts were employed. The biggest difference was seen with
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Figure 16: Systematic study of photon selection. Left panel shows the deter-
mined observables for an integrated cos θc.m. bin by selecting the photon using
only photon-kaon coincidence times (red) and only photon-pion coincidence
times (black). The right panel shows the difference ∆E.

a looser cut (MM > 0.98 GeV/c2) as shown in Fig. 17.
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Figure 17: Systematic study of Pion misidentification. Left panel shows the
determined observables for an integrated cos θc.m. bin for two variations of
our cut and the right panel shows the difference ∆E.

From this, an upper value of the systematic uncertainty associated with the
pion misidentification cut was estimated at σsysP ion missPID = 0.005.
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3.4 Systematic effect of Λ/Σ0 separation

The Λ/Σ0 event separation was done with the application of a two-dimensional
cut as described in Sec. 2.4. The two-dimensional cut was varied to allow
more or less Λ/Σ0 events in our sample, as shown in Fig. 18. This cut provides

]2) [GeV/c-π+ MM(K
0.6 0.8 1 1.2 1.4 1.6 1.8

]2
) 

[G
eV

/c
+

 M
M

(K

0.6

0.8

1

1.2

1.4

1.6

1.8

hkmm_kpimm
Entries  723248
Mean x  0.9487
Mean y   1.264
RMS x  0.1919
RMS y  0.1864

1

10

210

310

hkmm_kpimm
Entries  723248
Mean x  0.9487
Mean y   1.264
RMS x  0.1919
RMS y  0.1864

Missing Mass

Figure 18: Systematic study of Λ/Σ0 event separation cut. The red line
shows the nominal cut, where the magenta lines shown the looser and tighter
cuts.

us with an estimate of the systematic effect from background contributions
to our sample. It was discussed in the previous section that the background-
channel contributions γp → K+Λ, and γp → K+Σ0 are essentially removed
with our nominal cut, as indicated from simulated events. The variation
of this cuts provides us with an estimate of Λ/Σ0-background contributions
to our channel. An upper estimate of this systematic is obtained from the
difference ∆E between the tighter and nominal cuts.

Figure 19 shows the determined observable and the difference between the
nominal and a tighter cut. From this, an upper value of the systematic
uncertainty associated with this cut was estimated at σsysΛ/Σ0 sep = 0.055.

3.5 Systematic effect of Kaon-decayed events

Kaons could decay within the CLAS detector resulting in deviations to their
determined momenta. These events cause the vertical structure seen in
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Fig. 18 to the left of the events of interest. Contributions from these events
were effectively reduced by three cuts: one that is parallel to the Λ/Σ0 sepa-
ration cut, a cut on the MMγn→K+π−X , and a cut the MMγn→K+X . Figure 20
shows the nominal cuts applied along with their variations to study the sys-
tematic effect of decayed kaon contributions.

Figure 21 shows the determined observable and the difference between the
nominal and the tighter cut. From this, an upper value of the systematic
uncertainty associated with this cut was estimated at σsysKaon decay = 0.048.
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Figure 19: Systematic study of Λ/Σ0 event contribution to our sample. Left
panel shows the determined observables for an integrated cos θc.m. bin for two
variations of our cut and the right panel shows the difference ∆E.
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Figure 20: Cuts employed to remove kaons that decay within the CLAS
system. The red lines shows the nominal cuts, the magenta lines shown the
tighter cuts, and the blue lines show the looser cuts. All other cuts were
applied at their nominal positions.
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Figure 21: Systematic study of contributions from kaons that decay within
CLAS. Left panel shows the determined observables for an integrated cos θc.m.
bin for two variations of our cut and the right panel shows the difference ∆E.

3.6 Systematic effect of Σ∗ separation

As discussed in the previous section, the biggest background contribution to
our events resulted from the reactions γn→ K+Σ∗− and γp→ K+Σ∗0. Our
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simulation studies indicated that these contributions do not exceed 2% with
our reaction reconstruction cuts. To estimate further any contributions from
these channels, we varied a set of two cuts:a cut on the MMγn→K+π−X , and
a cut the MMγn→K+X as indicated by Fig. 22.
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Figure 22: Cuts employed to remove contributions from γn → K+Σ∗− and
γp→ K+Σ∗0 reactions. The red linea shows the nominal cuts, the magenta
lines shown the tighter cuts, and the blue lines show the looser cuts. All
other cuts were applied at their nominal positions.

Figure 23 shows the determined observable and the difference between the
nominal and the tighter cut. From this, an upper value of the systematic
uncertainty associated with this cut was estimated at σsysΣ∗ = 0.047.
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Figure 23: Systematic study of contributions from kaons that decay within
CLAS. Left panel shows the determined observables for an integrated cos θc.m.
bin for two variations of our cut and the right panel shows the difference ∆E.

3.7 Systematic effect of empty target subtraction

The empty target subtraction procedure followed here is based on two as-
sumptions: a) the empty target data and polarized target data are properly
flux-normalized and b) the empty target data are associated with E = 0.0.
The former assumption was investigated in detail and found negligible helic-
ity asymmetries using a high-statistic channel [2]. The latter assumption was
checked by determining the asymmetry (Y � − Y ⇒)/(Y � + Y ⇒) for empty-
target data as shown in Fig. 24. It is evident that the asymmetry of empty
target data is zero and thus consistent with our assumption. The uncertainty
associated with the dilution factor was calculated to be σαB

αT

/(αB
αT

) = 1.0% (see

Appendix A), which is directly propagated to the observable σsysd /E = 1.0%

3.8 Systematic effect of fiducial cuts

Fiducial cuts aim in removing regions of the CLAS detector where the accep-
tance varies rapidly. These correspond to regions around the torus magnets,
at the end of each sector. As we do no see any large systematic effects of
fiducial cuts we decided not to remove these regions in our nominal determi-
nation of E. To study the effect the inclusion of these cut might have on our
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Figure 24: Asymmetry (Y � − Y ⇒)/(Y � + Y ⇒) of empty target data.

determined observable, a 6-degree cuts in the azimuthal angle of both kaon
and pion was applied around each sector (i.e. sector 1 cut includes particles
with −27◦ < φ < 27◦, sector 2 33◦ < φ < 87◦, ...).

Figure 25 shows the observable E determined using no fiducial cuts and 6de-
gree wide fiducial cuts (in the azimuthal angle only). From this, an upper
value of the systematic uncertainty associated with fiducial cuts was esti-
mated at σsysF id. cut = 0.029.

3.9 Systematic effect of target and photon polarization

As the target and photon polarization enter in the determination of E as a
scale of the asymmetry, their uncertainties can be directly propagated to E.
Specifically, the total target polarization uncertainty was determined to be
σTarPol/Ptarg = 6% (see Ref. [2] for a detailed discussion on the determination
of this). This uncertainty is directly propagated such that the systematic
uncertainty on E due to the target polarization uncertainty is σsysTarPol/E =
6%.

The same procedure follows for the uncertainty related to the photon polar-
ization. This was estimated to be σP◦/P◦ < 3.4% [2], which is directly prop-

32



 [GeV]γE
1.5 2

E

1−

0

1

<0.900 c.m.θ-0.900<cos

 [GeV]γE
1.5 2

 E∆

0.2−

0

0.2

 0.026 ± = -0.003  E∆
systσ

<0.900 c.m.θ-0.900<cos

Figure 25: Systematic study associated with fiducial cuts. Left panel shows
the determined observables for an integrated cos θc.m. bin determined using
fiducial cuts and no cuts applied. The right panel shows the difference ∆E.

agated to an upper estimate of the systematic uncertainty on E: σsysP◦
/E =

3.4%§. As our method for determining the observable was based on an event-
by-event analysis, this uncertainty propagation was tested by changing the
value of polarization for each event by 3%. Figure 26 shows the results by
comparing the two values of E with each event having the calculated P i

◦ and
P i
◦ ∗ 1.03. It is evident that the difference depends on the value of E and in

fact the value of σsysP◦
/E = 3%. This indicates that the propagation of the un-

certainty of photon polarization in our event-by-event analysis is consistent
with the binned technique.

§This was determined by propagating the uncertainty of the electron polarization from
the M oller measurements (which is purely statistical as the systematic error for the Hall-
B polarimeter is about ±0.03%). The statistical uncertainty of Pe is of the order of 2%,
however the polarimeter foils which were inspected around 2010 showed some radiation
damage and that they were not completely planar. The effect on the electron polarization
due to these effects was estimated at about 2%, making the overall uncertainty of the
electron polarization ∼ 3.4%. As the uncertainty of the ratio Eγ/Ee is much smaller, it
is safe to assume that the ratio Eγ/Ee is precisely known. Therefore, the uncertainty of
the degree of photon polarization is directly propagated from the uncertainty of electron
polarization.
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Figure 26: Systematic study associated with the degree of photon polariza-
tion. Left panel shows the determined observables for an integrated cos θc.m.
bin for two event-by-event values of P◦ (P i

◦ and P i
◦ ∗1.03) and the right panel

shows the difference ∆E.

3.10 Systematic effect of method for determination of
E

The two main methods employed for the determination of E yield consistent
results with RMS values below 0.005, and thus we consider our method to
produce reliable results.

3.11 Summary of systematic uncertainties

Table 4 summarizes the systematic uncertainties estimated for this analy-
sis. The values quoted represent the upper limits of the systematics. These
systematic uncertainties are assumed to be uncorrelated and thus they are
added in quadrature:

σsystot =

√√√√Nabsolute∑
i

(σabsolutei )2 +

Nrelative∑
j

(σrelativej · E)2 (27)

=
√

(0.11)2 + (0.069 · E)2 (28)

(29)
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The total uncertainty is calculated by adding the statistical and the total
systematic uncertainties in quadrature:

σtot =
√

(σsystot )2 + (σstat)2. (30)

Source σsys

Kaon PID 0.013
Pion PID 0.024

Photon Selection 0.06
Particle Misidentification 0.005

Λ/Σ0 separation 0.055
Kaon decayed events 0.048

Σ∗ background subtraction 0.047
Fiducial cuts 0.029

Method of extraction observable 0.005
Total Absolute Systematic 0.11

Target Polarization 6%
Photon Polarization 3.4%

Empty target subtraction 1.0%
Total Relative Systematic 6.9%

Table 4: Summary of systematic uncertainties related to the determination
of E.
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4 Results

Our data were binned in cos θc.m.K+ and Eγ. Specifically, we used 6 photon-
energy bins 200 MeV wide between 1.1 and 2.3 GeV. Six angular bins were
employed with different widths in an attempt to keep the statistical uncer-
tainty constant between the bins. Figure 27 shows the cos θc.m as a function
of Eγ for all available data. The right panel shows indicates the statistics for
each kinematic bin.
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Figure 27: Left: cos θc.m as a function of Eγ for all available data; Right:
binning used for the presentation of our determined observable.

Figure 28 shows the angular dependence of the determined observable E for
the six photon-energy bins. The uncertainties shown are only statistical.
The different points shows the two different methods for determining E. The
results are reported at the event-weighted average within each cos θc.m.K+ bin.

Table 4 shows the results for the extracted observables E along with the
binning used and determined uncertainties.
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Figure 28: Angular dependence of the determined observable E for the six
photon-energy bins. The uncertainties shown are only statistical.
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5 Discussion and Conclusion

The results were compared with the latest available reaction PWA for γn→
K+Σ− from MAID [10], [11] and Bonn-Gatchina [12]. These give divergent
predictions for this observable for certain regions of photon energies and
kaon angles. The KaonMAID tends to give better agreement in the lower
photon energy ranges while at higher photon energies, both KaonMAID and
Bonn-Gatchina describe our available data with the same degree of success.
Figure 29 and Fig. 30 shows the Kaon MAID predictions from 2000 [10]
and 2017 [11] respectively. In the lowest photon-energy bin 1.1 < Eγ < 1.3
GeV the predictions are strongly depended on the incident photon energy and
thus the predictions at the weighted average photon energies are not between
the predictions calculated at the bin extrema. Figure 31 shows the Bonn-
Gatchina predictions [12]. Red dashed lines show predictions for the lower-
edge of the photon-energy bin, magenta shows the predictions calculated
at the upper-edge of the photon-energy bin, and the blue lines show the
predictions at the average photon-energy bins. The results are reported at the
event-weighted cos θc.m.K+ value within each bin and not at the centroid of the
bin. For making the figure more legible, the error-bars showing the bin widths
are not plotted here. Figure 32 shows the determined observable compared
with all three available theoretical predictions at the average photon-energy
bin.

This new experimental results on the double polarization observable E will
provide valuable constraints on these models and the nucleon resonances that
contribute at these photon energies.
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Figure 29: Angular dependence of the determined observable E for the six
photon-energy bins compared with the Kaon MAID 2000 predictions.
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Figure 30: Angular dependence of the determined observable E for the six
photon-energy bins compared with the Kaon MAID 2017 predictions.
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Figure 31: Angular dependence of the determined observable E for the six
photon-energy bins compared with the Bonn-Gatchina predictions.
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Figure 32: Angular dependence of the determined observable E for the six
photon-energy bins compared with the Kaon MAID200, and 2017, as well as
Bonn-Gatchina predictions.
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Appendices
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A Uncertainty of αB/αT and propagation to

E

The uncertainty of the ratio αB/αT can be calculated by propagating uncer-
tainties from the flux normalization of empty target events (silver and gold
run-periods individually), from the uncertainty in the correction factor 0.90
that accounts for the different amount of aluminum wires in the two target
cells used during the production runs, as well as the statistical uncertainties
of the yields of empty target data αB and production-run data αT . As the
flux normalization and the determination of the correction factor depends on
the same data set, there are correlations in the uncertainties of these that
are not known and cannot be easily obtained. For example, the uncertainty
on the scaling factor, which allows the flux normalization between empty
target data and production data, depends on the statistical uncertainty of
our samples, which are directly correlated to αB and αT . Assuming that the
empty-target scaling uncertainty is negligible, the uncertainty of the ratio
αB/αT can be directly calculated from the uncertainties of αB (the scaled
empty target yields) and αT (assuming no correlation between αB and αT ):

σf =
αB
αT

√(
σαB
αB

)2

+

(
σαT
αT

)2

, (31)

where the uncertainty of αT is
√
αT . αB corresponds to the linear com-

bination of the scaled empty-target data (with a correction factor for the
scaled-to-gold empty target data)

αB = αsilverB + 0.9αgoldB . (32)

Assuming that the correction factor, 0.9, is precisely known, the uncertainty
of αB can be calculated by propagating the statistical uncertainty of the
scaled empty target data

σαB =
√

(σαsilverB
)2 + (0.9 · σαgoldB

)2, (33)

where σαsilverB
=
√
αsilverB and σαgoldB

=
√
αgoldB . From these Eq. (31) results in

σαB
αT

=
αB
αT

√
αsilverB + (0.9)2 · αgoldB

(αsilverB + 0.9 · αgoldB )2
+

1

αT
. (34)
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For this analysis we hace that

αsilverB = 5598.77

αgoldB = 8764.14

αT = 54702

and thus σαB
αT

= 0.0023, or σαB
αT

/(αB
αT

) = 1%. This directly propagates to the

uncertainty of the dilution factor d = 1− αB
αT

, and thus σd
d

= 1.0%.
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