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Quasielastic 12C(e,e'p) scattering was measured at momentum transfer squared Q* = 8, 9.4,
11.4, and 14.2 (GeV/c)Q, the highest ever achieved to date. Nuclear transparency for this reac-
tion was extracted by comparing the measured yield to that expected from a plane-wave impulse
approximation calculation without any final state interactions. The measured transparency was
observed to be independent of @2, up to momentum scales where earlier A(p,2p) results had indi-
cated a rise in transparency, ruling out the quantum chromodynamics effect of color transparency
at such momentum scales. These results impose strict constraints on models of color transparency
for protons.

One of the dominant elements of the nuclear many s
body problem governing the propagation of hadrons ss
through the nuclear medium is a “reduction of flux”. s
For example, in the quasielastic scattering of electrons e
from a nucleus, A(e,e’p), the outgoing proton in the &
elementary ep elastic scattering can undergo final state e
interactions (FSI) with the spectator nucleons. These 6

interactions can lead to the absorption and/or rescat-
tering of the outgoing proton resulting in the reduction
of the measured A(e,e’p) yield, where the scattered
electron and proton are detected in coincidence. This
reduction of the coincidence yield can be quantified
in terms of the nuclear transparency (7"), defined for
the A(e,e'p) process as the ratio of the measured to
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the calculated Plane Wave Impulse Approximationiz
(PWIA) yield. The PWIA yield is calculated in theis
absence of FSI as well as initial state interactions (IST).1s
Nuclear transparency for the A(e,e’p) process is thenis
the probability that the knocked-out proton escapes theus
nucleus without further interactions with the spectatori
nucleons. Thus, the measurement of 7" remains of actives
interest for insight into the nuclear many body problemizs
and the strong interaction between hadrons and nuclei [1]0
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At low energies, the strong interaction is well described32
in terms of nucleons (protons and neutrons) exchanging?ss
mesons, whereas at high energies, perturbative Quantum?3
Chromodynamics (pQCD) characterizes the strong forces
in terms of quarks and gluons carrying color charge.:3s
Although these two descriptions are well understood in3
their respective energy scales, the transition betweeniss
them is not uniquely identified. Quantum Chromo-13
dynamics (QCD) predicts that protons produced inio
exclusive processes at sufficiently high momentum,,
transfers (@), will experience suppressed final (initial).,
state interactions resulting in a significant enhancement,,;
in the nuclear transparency [2]. This unique prediction,s,
of QCD is named color transparency (CT), and the.s
observation of the onset of CT may help identify thes
transition between the two alternate descriptions of thes,,
strong force. Measurement of T can therefore test foris
deviation from the expectations of conventional nuclear;
physics and the onset of quark-gluon degrees of freedom.;s,
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Mueller and Brodsky [2] introduced CT as a directis
consequence of the concept that in exclusive processesiss
at sufficiently high momentum transfer, hadrons areis
produced in a small point-like configuration (PLC).1ss
Quantum mechanics accounts for the existence ofiss
hadrons that fluctuate to a PLC, and a high momentumusr
transfer virtual photon preferentially interacts with auss
hadron in a PLC (with transverse size r; =~ 1/Q).s
This phenomenon is sometimes referred to as ”squeez-i6
ing” [3]. The reduced transverse size, color neutral,
PLC is screened from external fields, analogous to a,,
reduced transverse size electric dipole [3]. At high,
energies, due to relativistic time dilation (referred to as,,
”freezing”), the PLC maintains its compact size long,
enough to traverse the nuclear volume experiencing,,,
reduced interaction with the spectator nucleons. It
thereby experiences reduced attenuation in the nucleus,
due to color screening and the properties of the strong,,
force [3]. The onset of CT is thus a signature of QCD,,,
degrees of freedom in nuclei and is expected to manifest,,,
as an increase in 7' with increasing momentum transfer. ,,,
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CT is well-established at high energies, see for exampleir
Ref. [1], but the energy regime for the onset of CT isws
less well known. In fact, the suppression of furtheries
interactions with the nuclear medium is a fundamentalir
assumption necessary to account for Bjorken scaling inis
deep-inelastic scattering at small 25 [4]. Moreover, theo

onset of CT is of specific interest as it can help iden-
tify the relevant momentum transferred squared (Q2)
where factorization theorems are applicable [5] enabling
the extraction of Generalized Parton Distributions
(GPDs) [6, 7]. At intermediate energies, there exists
a trade off between the selection of the PLC and its
expansion as it transits the nucleus. Therefore the onset
of CT is best observed at the intermediate energy regime
where the expansion distance of the PLC becomes
significant compared to the nuclear radius. Theory
anticipates that it is more probable to observe the onset
of CT at lower energies for meson production than for
baryons as it is more probable to for quark-anti-quark
pairs (mesons) to form a PLC than three quark systems
(baryons) [8].  Additionally, the expansion distance
over which the PLC fluctuates back to its equilibrium
configuration, is larger than the nuclear radius at lower
energies for mesons than for baryons [9].

The predicted onset of CT for final-state mesons has
been demonstrated in several experiments at Jefferson
Lab (JLab). Pion photoproduction cross section of
1He to 2H demonstrated deviations from Glauber that
was consistent with CT theories showing a positive rise
in the cross section ratio [10]. Precise and systematic
studies of pion electroproduction on a range of targets
established a positive slope in the transparency ratios
for Q2 in the range from 1-5 (GeV/c)?, as well as an
A-dependence of the slope. These results were found to
be consistent with models that include CT [11, 12]. The
onset of CT is mesons was further confirmed by a JLab
experiment measuring the nuclear transparency of p°
electroproduction which showed slopes vs Q2 consistent
with the same CT models [13] as the pions. While
empirical evidence conclusively confirms the onset of CT
in mesons at momentum scales corresponding to Q2 ~ 5
(GeV/c)?, the observation of the onset of CT in baryons
is somewhat ambiguous.

In a pioneering experiment at the Brookhaven Na-
tional Lab (BNL), the E850 collaboration attempted
to measure the onset of CT using a large angle pro-
ton knockout A(p,2p) reaction [14]. The nuclear trans-
parency was measured as the ratio of the quasielastic
cross section from a nuclear target to that of the free
pp cross section. The transparency was measured as
a function of an effective beam momentum, Peg, and
was shown to have a positive rise, consistent with CT,
from Peg =5.9-9 GeV/c [14]. However, a subsequent de-
crease in the transparency was observed between Peg =
9.5-14.4 GeV/c that was not consistent with CT [15-
17]. This enhancement and subsequent fall in the nuclear
transparency spans a Q? (Mandelstam —t) range of 4.8~
12.7 (GeV/c)? and outgoing proton momentum range of
3.3-7.7 GeV/c. Two possible explanations for the de-
crease in transparency at the higher momenta are; an
in-medium suppression of the energy dependence of the
pp elastic cross section known as nuclear filtering [18] [19],
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or the excitation of charmed quark resonances or others
exotic multi-quark states [20]. 238
239
In the A(p,2p) reaction both the incoming and outgo-20
ing protons experience a reduction of flux making it morezs
challenging to interpret. Consequently, the ambiguouszs
results from the BNL experiment were investigated withass
the (e, e’p) process, which employs electrons, a weaklyass
interacting probe, to avoid the complication of the re-zs
duction of flux of the hadronic probe. Further, comparedass
to the (p, 2p) process, the elementary ep scattering crossa
section is accurately known and smoothly varying, andes
the A(e,e’p) process is less sensitive to the poorly known,e
large momentum components of the nuclear wave func-o
tion [21] 251
Previous A(e, ¢'p) experiments [22-25] have measuredzs
the nuclear transparency of protons on a variety of nucleizss
up to Q% = 8.1 (GeV/c)?. These experiments yieldedzs
missing energy and momentum distributions consistentzss
with conventional nuclear physics and did not observezss
any Q2 dependence in the nuclear transparency. Thises
ruled out the onset of CT for protons at Q? values corre-zs
sponding to outgoing proton momenta of 5 GeV /¢, which
in some interpretations is just before the rise of trans-
parency noted in the A(p,2p) data.

The recent 12 GeV upgrade at Jefferson Lab allows
access to the entire Q? range and outgoing proton
momentum range of the BNL experiment for the first
time. It also allows significant overlap between the
knocked out proton momentum in electron scattering
and the effective proton momentum quoted by the
BNL experiment A(p,2p) experiment, within the range
where the enhancement in nuclear transparency was,,
observed [14]. These features make it possible to explore,
all possible variables (Q?, incident or outgoing proton,,
momentum) that could be driving the said enhancement,,
in transparency observed in the BNL experiment. In,,
this letter we report on the latest quasi-elastic electron,
scattering experiment to search for the onset of CT,
at the upgraded JLab. This experiment extends the,;
nuclear transparency measurements in 120(6, €'p) to the,
highest Q2 to date and exhaustively covers the complete,,
kinematic phase space of the enhancement observed by,
the BNL experiment. o
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The experiment was carried out in Hall C at JLaban
and was the first experiment to be completed in Hall Ca
after the upgrade of the continuous wave (cw) electronzs
beam facility (CEBAF) accelerator. The experimentors
used the cw electron beam from the CEBAF acceleratorzr
with beam energies of 6.4 and 10.6 GeV and beamos
currents up to 65 pA. The total accumulated beamaro
charge was determined with < 1% uncertainty by a setoso
of resonant cavity based beam current monitors and ass
parametric transformer monitor. The beam energy waszs:
determined with an uncertainty of 0.1% by measuringsss
the bend angle of the beam, on its way into Hall-C, asoss
it traversed a set of magnets with precisely known fieldass

integrals. The main production target was a carbon foils
of 4.9% radiation lengths (rl), and a second carbon foil
of 1.5% rl was used for systematic studies. The thickness
of the foils were determined to better than 0.5%. A
10 cm long (726 mg/cm?) liquid hydrogen target was
used for normalization to the elementary ep scattering
process, and a 10 cm aluminum empty target was used
to monitor the background from the aluminum end caps
of the hydrogen target cell. The beam incident on the
liquid hydrogen target was rastered over a 2x2 mm?
area to suppress density variations from localized boiling.

The scattered electrons were detected in the existing
High Momentum Spectrometer (HMS, momentum accep-
tance Ap/p £ 10%, solid angle Q@ = 7 msr) [24] in coin-
cidence with the knocked out protons detected in the
new Super High Momentum Spectrometer (SHMS, mo-
mentum acceptance Ap/p from -10 to +12%, solid angle
) = 4 msr) [26]. The SHMS central angle was chosen
to detect protons along the three momentum transfer, ¢.
The kinematics of the four different Q)2 settings are shown
in Table I. The solid angle of the spectrometers was de-

TABLE I. Kinematics

2 0L° pe’ O Pp
((GeV/c)?) (deg) (GeV/c) (deg) (GeV/c)
8.0 45.1 2.125 17.1 5.030
9.4 23.2 5.481 21.6 5.830
11.4 285 4.451 17.8 6.882
14.2 39.3 2.970 12.8 8.352

fined for electrons and the coincident (e, e p) process by a
2-in. thick heavymet (a tungsten alloy) collimator. The
detector packages in the two spectrometers were simi-
lar, they included four planes of segmented scintillators
(except for the last plane in SHMS which used quartz
bars) that were used to form the trigger and to provide
time of flight information. Two 6-plane drift chambers
were used to measure particle tracks with better than
250-um resolution. The tracking efficiency was contin-
uously monitored with an uncertainty of ~0.1% for the
HMS and < 0.5% for the SHMS. The uncertainty was
obtained from the average variation of the tracking effi-
ciency when using three independent criteria for deter-
mining the efficiency. The typical momentum and angu-
lar resolution in the HMS (SHMS) were 0.2% (0.1%) for
momentum, 0.8 (0.9) mr for horizontal angle and 1.2 (1.1)
mr for the vertical angle. In the HMS a threshold gas
Cerenkov detector and a segmented Pb-glass calorime-
ter were used for electron identification. The protons in
the SHMS were identified using a noble gas threshold
Cerenkov detector and a segmented Pb-glass calorimeter
to reject pions. The pion-to-electron ratio in the HMS
ranged from ~107! to 1073, while the pion-to-proton
ratio in the SHMS was always < 0.2. The corrections
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for particle energy loss through the spectrometers were
determined to better than 1%. The electron-proton co-
incidence events were recorded in 1-hour long runs via
a pipelined data acquisition system operated using the
CEBAF Online Data Acquisition (CODA) software pack-
age [27]. Singles (inclusive) electron and proton events
were separately recorded for systematic studies.

The individual electron and proton tracks for each
coincidence event were reconstructed back to the target.
The coincidence time was determined as the difference
in the time of flight between the two spectrometers with
corrections to account for path length variations from
the central trajectory and the individual start times.
The coincidence time spectrum had a width of 380 ps,
sufficiently smaller than the 4-ns beam structure. The
rate of accidental coincidences was < 0.2%.

At each kinematic setting, the charge normalized ex-
perimental yield for ep coincidences measured on the hy-
drogen target, was compared to a parameterization of
the known ep elastic scattering cross section [28] through®*
a Monte Carlo simulation of the experiment [29] (see*®
Fig. 1). The simulation included a realistic model of the*®
spectrometer magnetic transport properties, the detailed*’
geometries of all the detectors and intervening materials,>®
and models for processes such as multiple scattering, ion-3°
ization energy loss and radiative effects. The experimen-*°
tal yield was corrected for detector and tracking ineffi-**
ciencies, computer and electronic dead-times and proton®?
absorption in SHMS. The density of the liquid hydro-**
gen target varies with the incident electron beam current®*
(beam boiling effect), and the experimental yield was cor-**°
rected for this effect. The correction was determined to®*®
be (2.340.4)% at the highest beam current (65 pA). The®
hydrogen yield was found to be consistent with the known3®®
ep elastic scattering world data, validating the analysis®*®
procedure. The comparison to the Monte Carlo yield*®
was used to determine the normalization uncertainty of**
+ 1.8%. 362
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The electron beam energy/momentum (E,/p.) and™

the energy/momentum of the scattered electron (E /D pe
measured by the HMS was used to determine ¢ = p, — pes
and the energy transfer v = E, — E,/ for each coincidence -
event. The kinetic energy (T}, /) and momentum (P ) of3 °
knocked out protons measured in the SHMS was used
to determine the mlbsmg energy En =v—-—Ty —Ta_ 1
and missing momentum p,, = p,» — ¢ for the commdence "
event, where T4_1 is the reconstructed kinetic energy
of the A — 1 recoiling nucleus. The experimental yleld
on the '2C target was obtained by integrating the
charge normalized coincidence events over a phase i
space defined by E,, <80 MeV and |p},| <300 MeV/c.
These constraints eliminate inelastic contributions
such as from pion production and ensure exclusivity.
The experimental yield was corrected for all known
inefficiencies of both spectrometers such as the detectors:

365

366

376

Yield, . / Yieldpy,,

0.8-"“"""""""‘-
7 9 11 13 15

Q2 [(GeV/c)?]

FIG. 1. The ratio of measured yield to the simulation (SIMC)
yield is shown for elastic ep scattering from hydrogen for
E,, < 65 MeV and |pm| < 65 MeV/c. Only the statistical
uncertainty are shown. The solid horizontal line is a fit to a
constant value with the shaded band representing the the nor-
malization uncertainty of 1.8% determined from these yield
ratios and includes the ~1% variation in the ratio when the
E.,, and |p.,| cuts are varied.

efficiencies (97%-99%), trigger efficiency (98%-99%),
tracking efficiencies (99%-HMS and 94% - 99% -SHMS),
computer and electronic livetimes (94%-99%), and
proton absorption in the SHMS (~8%). The systematic
uncertainty of the experimental yield arising from the
event selection constraints for particle identification
and on the spectrometer acceptance was determined by
varying the constraints one at a time and recording the
variation in yields over the different kinematic settings.
The quadrature sum over all of the different types of
constraints was used as the event selection uncertainty
(~1.4%). The uncertainty due to the livetime and
the detector and trigger efficiencies was determined
from a set of luminosity scans in each spectrometer
performed immediately before and after the experiment
on a 2C target. The charge normalized yield from
these scans for each spectrometer was found to be
independent of the beam current within statistical un-
certainties, and the average variation in the normalized
yield vs beam current was recorded as the systematic
uncertainty (0.5%). The variation in the charge nor-
malized experimental yield was <1% when using using
all events with beam current above 5puA or a more
restrictive cut of £ 3 pA around the average current (for
each interval with stable current). This validates the
< 1% uncertainty estimated for the charge measurement.

A Monte Carlo simulation of the A(e,e’p) process
was performed assuming the plane-wave impulse ap-
proximation (PWIA) to be valid, in which case the p),
is equal to the initial momentum of the proton in the
carbon nucleus, and the cross section is calculated in a
factorized form as:

dbo
AEe dQer dEy dSYyy

(1)

Ep’ |pp’ |JepS(Em7ﬁm)7

where ()., €,y are the solid angles of the outgoing elec-
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tron and proton respectively, o, is the off-shell ep cross
section and S(FE,,, Pm) is the spectral function defined as
the joint probability of finding a proton with momentum
pm and separation energy F,, within the nucleus. The
simulation used the De Forest o¢¢ prescription [30] for
the off-shell cross section, and the simulated yield was
insensitive (< 0.1%) to the off-shell effect. The inde-
pendent particle spectral functions used in the simula-
tion were same as the ones used Ref. [22-25]. The effect
of nucleon-nucleon correlations, which causes the single
particle strength to appear at high FE,,, was included by
applying a correction factor of 1.11 + 0.03 as previously
determined in Ref. [31]. The simulated yield was ob-
tained by integrating over the same phase space volume
as for the experimental data. The total model dependent
uncertainty due to the uncertainty in the model spec-
tral function (2.8%) and the corrections due to nucleon-
nucleon correlations, was estimated to be 3.9%.
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FIG. 2. The missing momentum, p,,, for the Carbon data is
shown for each kinematic setting. (a) Q* = 8.0 (b) Q2 = 9.4
(c) @* =114 and (d) Q% = 14.2(GeV /c)?

The '2C(e, ¢'p) yields as a function of P, are shown
in Fig 2, along with the simulated yields. The constraint
of E,, < 80 MeV was applied to both data and simula-
tion. The shape of the data and simulated distributions

agree with each other very well for all four Q? settings .

validating the use of the impulse approximation. It also
indicated the robustness of the spectrometer models in
the Monte Carlo simulation. The uncertainty from the
spectrometer acceptance was estimated to be 2.6% by
comparing the measured and simulated focal plane posi-
tions and angles as well as the reconstructed angles and
momenta at the reaction vertex. The p,, distributions
shown in Fig. 2, are very sensitive to the reconstructed
momenta and angles, and the average bin-by-bin differ-
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TABLE II. Systematic Uncertainties

Source Q7 dependent uncertainty (%)
Spectrometer acceptance 2.6
Event selection 14
Tracking efficiency 0.5
Radiative corrections 1.0
Live time & Det. efficiency 0.5
Source Normalization uncertainty (%)
Free cross section 1.8
Target thickness 0.5
Beam charge 1.0
Proton absorption 0.5
Total 3.9

ence between the data and simulated spectra normalized
to each other was used as the systematic uncertainty due
to acceptance. Table II lists the major sources of system-
atic uncertainty. The total uncertainty is calculated as
the quadrature sum. The model dependent uncertainty
is not included in the table.
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FIG. 3. The carbon nuclear transparency from this experi-
ment along with all previous experiments [22-25, 32]. The 4-
momentum transfer squared is shown along the z—axis (bot-
tom scale), and the momentum of the knocked out proton is
also shown along the top scale of the x—axis. The solid ma-
genta line is a Glauber calculation that excludes color trans-
parency effects [33]. The dashed lines are theory predictions
including CT [34] for two different set of parameters and the
solid blue line is a prediction from a relativistic Glauber cal-
culation with CT [35]. The error bars show the statistical
uncertainty while the band shows the systematic uncertainty.
The additional model dependent uncertainty is not shown.

The nuclear transparency was extracted as the ratio
of experimental yield to the PWIA yield integrated over
the same phase space volume V:

_ fv dgpdemYezp(Emy ﬁm)
fv d3pdemYPWIA (Em;ﬁm) ’

T(Q*) (2)
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where V is the phase space volume as definedsss
earlier, Yeyp(Em,Pm) is the experimental yield andass
Yrwia (Em, Pm) is the PWIA yield. The extracted nu-
clear transparency as a function of Q? is shown in Fig. 3uss
along with all previous measurements. The measuredas
nuclear transparency of carbon is found to be both en-«o
ergy and Q% independent up to Q? = 14.2(GeV/c)?,m
the highest accessed in quasi-elastic electron scatteringar
to date. The combined data set from all measurementsars
above Q2 = 3.0 (GeV/c)? was fit to a constant value withaz
a reduced x2 of 1.3. The outgoing proton momentum ofs
this experiment overlaps with the effective proton mo-ss
mentum of the BNL experiments that reported an en-«7
hancement in nuclear transparency[17]. Moreover, thews
Q? and outgoing proton momentum of this experimentars
is significantly higher than the BNL experiment. Hence,ss
these results rule out CT as a possible cause of the rise inss
transparency observed by the BNL experiment. The dif-42
ferences governing the observed onset of CT for mesonsass
at Q? (outgoing meson momentum) scales of 1 (GeV/c)%ues
(2.5 GeV/c) and the ruled-out onset of CT for protons atass
Q? (outgoing proton momentum) scales of 14 (GeV /c)%uss
(8 GeV/c) may provide strong clues regarding the dif-ssr
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ferences between two- and three-quark systems. Future
experiments at JLab and elsewhere will further quantify
such differences for pions, p-mesons and photons [36-38].

In summary, exclusive measurements were performed
for Q% from 8-14.2 (GeV/c)? on hydrogen and car-
bon targets. The nuclear transparency extracted from
these measurements are consistent with traditional nu-
clear physics calculation and do not support the onset
of color transparency. The momentum scales accessed in
this experiment rule out color transparency as the rea-
son for a rise in transparency noted in A(p, 2p) data. The
present results probe down to a transverse-size as small
as ~0.05 fm in the three-quark nucleon system, placing
very strict constraints on the onset of color transparency
at intermediate energies and all current models.
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