	
Supporting Statements
January, 2011
ALICE
“The USA institutions that comprise the ALICE VO rely upon OSG infrastructure to fulfill computing needs for the ALICE experiment.  Furthermore, OSG is essential to share our spare ALICE computing resources at NERSC and Livermore Computing with Nuclear Physics programs, as mandated by DOE-NP.  We anticipate that our need for OSG and our reliance on OSG infrastructure will only increase in the foreseeable future, and especially in the next 5 years,” Ron Soltz, LLNL, Computing Coordinator for ALICE-USA, soltz@llnl.gov, 1/20/2011.
ATLAS
“U.S. ATLAS has benefitted enormously from OSG.  In the U.S. there is the largest of the 10 ATLAS Tier 1 centers in the world and five Tier 2 centers distributed in nine locations all integrated with the OSG.   2010 in particular has been a spectacular year for the Large Hadron Collider with the initial running at 7 TeV.  An enormous data set was collected and analyzed at our distributed computing facilities resulting in 16 original research papers already published or submitted in 2010.  U.S. ATLAS plans to continue to rely on, contribute resources to, and actively participate in the OSG Consortium for the foreseeable future and OSG will certainly be crucial for the next five years,”  Howard Gordon, ATLAS Deputy Operations Program Manager, gordon@bnl.gov, 1/17/2011.
CMS
“CMS needs and will use the OSG for LHC Physics Analysis and plans to continue to rely on, to contribute resources to, and to actively participate in the OSG Consortium for the foreseeable future and more specifically the next 5 years," Robert Clare, CMS, OSG Council Member and Tier3 liaison, Robert.Clare@ucr.edu, 1/14/2011.
DOSAR
“DOSAR needs and endorses the OSG for High Throughput Parallel Computing (HTPC) and CampusGrids experience, as well as Outreach expertise, and plans to continue to use as well as contribute resources to and actively participate in the OSG Consortium for the foreseeable future, and more specifically the next 5 years.  We will continue our role of bringing new grid facilities online and collectively contribute resources and expertise to meet the challenging high throughput requirements of HEP,” Dick Greenwood, Associate Professor, Louisiana Tech University, greenw@phys.latech.edu and Horst Severini, South America and South Africa Outreach Coordinator and OSG Council member, Oklahoma University, hs@nhn.ou.edu, 1/14/2011.
GLUEX
The GlueX Collaboration is building a 12 GeV photon beam line and a dedicated spectrometer to study  fundamental issues in strong QCD at Jefferson Laboratory. Our primary aim is to identify gluonic resonances in meson photoproduction by detecting their decays into exclusive final states in a hermetic detector with high acceptance and good resolution for both charged and neutral particles. When the experiment ramps up to full intensity running, it is expected to collect about 1 PB of data per year.   The Open Science Grid provides a high-throughput computing platform that is uniquely suited for providing dynamic simulation results for GlueX.  The GlueX collaboration joined the OSG consortium in 2009, and was granted status as the Virtual Organization Gluex.  A compute element and a storage element were set up at the University of Connecticut to provide resources for the needs of the Gluex VO during the initial period.  Experience with operations at the UConn site has shown that a small university group without dedicated cluster operations personnel can reliably operate an OSG site with over 95% uptime and very limited manpower commitment.  Initial experience with simulations have shown that throughput can be readily obtained on the OSG in excess of 5 times over what would be available using only local cluster resources.  Work is now underway on extending the adaptability and portability of the Gluex software stack, so that it will be capable of running on more sites, which will lead to a significant increase in the throughput gain factor to greater than 5.  As a result of the success seen so far, the GlueX collaboration has adopted grid computing on the OSG as a foundational component of its computing plan, and is actively pursuing further integration of reources at member institutions into the OSG. Richard Jones , richard.t.jones@uconn.edu, 3/3/2011
GridUNESP
"GridUNESP would like to express its commitment to maintain the partnership with OSG and plans to continue to share resources and actively participate in the OSG Consortium for the foreseeable future and more specifically the next 5 years," Sergio F. Novaes, Scientific Director GridUNESP, novaes@cern.ch, 1/11/2011.
HCC (Holland Computer Center)
“HCC will use the OSG philosophy and software for its campus grid and plans to continue to use and contribute resources to and actively participate in the OSG Consortium for the foreseeable future and more specifically the next 5 years," David Swanson, Director Research Computing and OSG Council Member, University of Nebraska, dswanson@cse.unl.edu, 1/15/2011.
LBNL/NERSC
“ NERSC uses the OSG software stack for providing production services for distributed job and data management to its users. NERSC relies on these services to support a wide set of users including those in HEP, Climate Science, Fusion Energy and Biosciences.  NERSC plans on continuing to contribute resources to and actively participate in the OSG Consortium for the foreseeable future and more specifically the next 5 years,” William Johnston, Computational Research, LBNL, WEJohnston@lbl.gov, 1/23/2011.
LIGO
“LIGO will rely on the OSG to deliver integrated/tested grid infrastructure software and the services needed to easily share LIGO Data Grid compute resources with other VOs.  LIGO will continue to contribute compute resources to, and actively participate in, the OSG Consortium for the foreseeable future and more specifically the next 5 years,” Kent Blackburn, LIGO Computer Committee and OSG Council Co-chair, CalTech, kent@ligo.caltech.edu, 1/19/2011.
LSST
The proposed Large Synoptic Survey Telescope (LSST),will see more of the Universe than all previous telescopes combined,.The LSST group at Purdue is responsible for simulation in LSST. We started working with OSG in this context in June 2010.  The first goal was to simulate one night's worth of observation which consumes about 800,000 CPU hours. Production started in August using on average 50,000 CPU hours per day of opportunistic resources (i.e. 2000 cores continuously at 13 sites). It was competed in under twenty days. The images then passed a rigorous validation process. LSST plan to use OSG as an official image production facility. Also, the LSST data management group is exploring integrating some of their data-intensive pipelines with OSG.  Shipsey, Ian P shipsey@purdue.edu, 3/2/2011
NEES
“The National Science Foundation George E. Brown Network for Earthquake Engineering Simulation (NEES) supports the computational analysis and simulation needs of the earthquake engineering community through the NEEShub.  Over 4,200 users have used the NEEShub science gateway since August 2010.  Of these users, 464 have been simulation users.  Through the use of the NEEShub and a community TeraGrid allocaiton, NEES provides access to national high performance computing resources.  An example of this is OpenSees, which is an open source simulation package that can simulate the response of structural and geotechnical systems to seismic events.  OpenSees is widely used in the earthquake engineering community, and is supported by NEEScomm.  An example of the use of OpenSEES  is the research of Patricia Clayton at the University of Washington, who uses OpenSEES to understand the  effects of ground motion on structural systems with geometrical and material nonlinearity. Dr. Clayton has used OpenSEES on the OSG and TeraGrid computational ecosystems, and represents an example of the type of computational simulation NEES seeks to support and grow.  The partnership with OSG has proven to be a productive and synergistic relationship. NEES will continue to collaborate with the OSG, and plans to continue to use resources and  actively participate in the OSG Consortium for the next five years”.  NEES, Thomas Hacker and Rudi Eigenmann, Co-Leaders for NEES Information Technology 2/28/11.
SBGRID
“After some initial struggles with the heterogeneity of sites on OSG, we switched to the OSG glideinWMS instance operated by UCSD. This has dramatically improved our ability to benefit from opportunistic resources on OSG, allowing us to consume 6 Million CPU hours in 2010, leading to a PNAS manuscript describing our novel macromolecular structure determination approach. Our structure determination portal, and the OSG grid resources now allow many research groups to benefit from this method. We are looking forward to expanding our use of OSG to support two more novel structure determination methods in 2011.” P. Sliz, Harvard Medical School, 3/1/2011
XD/XSEDE
[bookmark: _GoBack]The Southern California Earthquake Community (SCEC) and the particle physics community are excellent examples of groups that require the use of both XSEDE and Open Science Grid (OSG) to maximize their scientific productivity. XSEDE has reached out to OSG with its focus on high-throughput computing. As part of our planning activities, the XSEDE team has already demonstrated a prototype mechanism by which XSEDE jobs can be sent to a Condor system, and by which Condor jobs (and DAGMAN graphs) can be executed with XSEDE  (standards-based) interfaces. XSEDE will enable these national-scale, heterogeneous work and data flows by means of its standards-based architecture featuring single name space and efficient and reliable file transfer. To further facilitate this, we have developed an agreement with OSG to establish them as a partner with the XSEDE project to provide the high throughput computing resources in which they specialize . This allows us to provide a more comprehensive CI and to further develop the distributed national CI ecosystem envisioned in the CIF21 document. XSEDE allocations will   also be extended to resource types that enable high-throughput—and specifically OSG resources—and on-demand computing as they are proven effective at scale for open science and are integrated into XD (e.g. computing clouds). We are committed to interoperability between OSG and XSEDE as a step in realizing a broader (inter)national CI and also the integration of OSG into the XSEDE allocations process to provide a broader range of resources through that mechanism.  The integration of OSG resources into the XSEDE environment will establish OSG as a Service Provide in XSEDE and provide them with the same level of representation in the project’s overall management as any Service Provider (e.g. as with and Track 2 awardee) including representation on the XD Service Providers Forum.  To further deepen the relationship between XSEDE and OSG, the XSEDE team has committed to specific funded effort to assure integration of OSG and XSEDE project activities.  John Towns, jtowns@ncsa.illinois.edu, NCSA, XD XSEDE PI, 3/1/2011
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