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Abstract
10

The Heavy Photon Search engineering run took place in the spring of 2015 using a 1.05611

GeV, 50 nA beam. This note will describe the details of an analysis used to search for a prompt12

heavy photon with a mass in the range 20 MeV/c2and 90 MeV/c2using the full engineering run13

dataset which amounts to a luminosity of 1165.7 nb−1 (7.28 mC of charge). No significant excess14

above the e+e− invariant mass spectrum that would arise from the decay of the heavy photon at15

an e+e− pair was found. Since no significant signal was observed, 2σ upper limits on the square16

of the coupling were set at the level of 10−5.17
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1 Introduction50

This note will present the results of the first search for prompt heavy photon (A′) decays by the51

Heavy Photon Search (HPS) experiment using the data taken in the 2015 HPS Engineering Run52

at JLab. The search involves scanning the measured e+e− invariant mass spectrum for a narrow53

resonance (the A′) above a large continuous background, i.e. conducting a “bump hunt”.54

The production of a canonical A′ is completely described by two parameters, its coupling εe−55

to the photon, and its mass mA′ . For the parameters for which this search is sensitive, decays56

of the A′ are prompt so the decay products would emanate from the target. Specifically, the57

A′ production cross-section is related to the production cross-section for trident production via58

virtual photon bremsstrahlung (“radiative production”) as59

dσ(e−Z → e− Z(A′ → l+l−))

dσ(e−Z → e− Z(γ∗ → l+l−))
=

3πε2

2Neffα

mA′

δm
(1)

Here, Neff is the number of decay channels kinematically accessible (=1 for HPS searches below60

dimuon threshold) and δm is the width of the mass window centered at mA′ in which we search.61

In practice, we take δm(m) = 2.56σm where σm is the experimental invariant mass resolution at62

mass m. We expect 79.9% of the signal events to appear in this mass window.63

Relationship 1 lets us calculate the number of heavy photons of mass mA′ and coupling ε64

which would be detected in terms of the number of observed e+e− pairs, assuming we know the65

fraction of all e+e− pairs which are “radiative” and assuming we know the mass resolution. HPS66

can accurately account for the observed rate and kinematics of its e+e− sample by attributing67

it to three sources: trident production, e+e− production resulting from converted wide angle68

bremsstrahlung events (WABs), and a small admixture of accidental coincidences. MadGraph569

physics generators are used to simulate trident and WAB production and to evaluate the radiative70

fraction in the kinematic region we use to search for heavy photons. The mass resolution is71

determined in a full simulation of the HPS detector response, scaled by the same factor which72

matches the mass resolution observance for the e+e− Møller mass to that seen in simulation.73

Møllers have a unique mass at each center of mass energy and serve as a perfect calibration74

point.75

Our search for an A′ signal has been conducted as a blind search. We did so by first developing76

the cuts used to isolate the signal using a 10% unblinded sample of the 2015 events. This sample77

was also used to optimize the fitting functions for the background shape of the invariant mass78

distribution, which were then used in the analysis of the 10% sample to establish limits on the79

expected A′ signal and its coupling as a function of mass. After unblinding the entire data sample,80

these same cuts and fitting procedures were employed to derive the final results below.81

This analysis uses all the 2015 Engineering run data satisfying the “golden run” criteria: the82

SVT was positioned 0.5 mm from the beam and a run had > 5M events. The data satisfying83

these requirements, corresponding to an integrated luminosity of 1165.7 nb−1, were processed by84

the HPS physics reconstruction pipeline tagged as “tweakpass-6” and the HPS Data Summary85

Tape version 0.11.86

The remainder of this note will review the following: (1) e+e− selection criteria and tuning87

of cuts in the 10% sample; (2) the composition of the e+e− sample and determination of the88

radiative fraction; (3) HPS mass resolution; (4) the e+e− invariant mass spectrum and procedures89

for searching for a resonance; (5) fits and upper limits; (6) systematic errors; (7) physics results.90
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2 Event Selection91

Searching for a heavy photon resonance requires the accurate reconstruction of the e+e− invariant92

mass spectrum and the efficient rejection of background events due to accidental e+e− pairs, wide93

angle bremsstrahlung (WAB) and Bethe-Heitler tridents. With these requirements in mind, a set94

of cuts was developed and optimized using roughly 10% of the 2015 engineering run dataset95

processed using the reconstruction pipeline version “tweakpass6”. A detailed discussion of the96

reconstruction can be found in HPS-NOTE xxx. This section will describe the selection used to97

isolate the final e+e− sample along with the procedure used to optimize it.98

2.1 Preprocessing99

Before kinematic and timing cuts are applied, the data is preprocessed to select events which100

have signatures that are loosely consistent with a true e+e− pair. To begin, events are required101

to satisfy the “pairs-1” trigger criteria. This selects events with two clusters whose position and102

energy in the Ecal are consistent with an e+e− from either a trident reaction or the decay of an A′103

[1]. Additionally, only events where the SVT was fully biased (i.e. bias at 180 V) and positioned104

at 0.5 mm from the beam are considered. Furthermore, only events free of data acquisition errors105

were included in the final data sample.106

Ensuring that true e+e− pairs are selected begins by first requiring that an event have a single107

unique positron in at least one of the volumes of the SVT. Events where more than a single108

unique positron are found are not considered in this analysis unless their tracks all share a large109

number of hits, indicating the presence of a single real track. When an SVT volume does have110

more than a single positron track, and all of the tracks within that volume share at least 4 hits,111

the track with the best fit χ2 is chosen.112

Currently, the reconstruction takes all possible e+e− pairs, vertexes each pair, and creates a113

collection of vertexed particles (V0’s) without applying any additional requirements. As a result,114

along with true e+e− pairs, there will be “accidental” pairs constructed by combining beam e−’s115

or e−’s that originate in a different bunch with the detected positron. These events can be largely116

rejected by requiring the V0 particles satisfy the criteria specified on Table 1.117

Cut Description Requirement

The V0 must have been created from vertexing GBL tracks particle type > 32
Ecal clusters in opposite volumes ye+ Cluster × ye− Cluster < 0
Loose track-cluster match χ2 < 10
Beam electron cut p(e−) < 0.75Ebeam

Table 1: Requirements applied to V0 particles during the preprocessing stage.

The physics trigger used by HPS was tuned to accept time coincident e+e− pairs, where the118

e+ and e− reside in opposite detector volumes. Therefore, as an initial requirement, the Ecal119

clusters associated with the e+ and e− are required to be in opposite halves of the detector, i.e.120

have a y position which satisfies the following relation:121

ye+ Cluster × ye− Cluster < 0. (2)
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Since this analysis only considers pairs formed using tracks that are matched to Ecal clusters,122

a loose cut is placed on the track-cluster matching χ2 to guard against the case where a track is123

grossly mismatched to an Ecal cluster. Specifically, the track-cluster match χ2 is required to be124

less than 10. This ensures that the majority of matched tracks and clusters are within 2-3 cm of125

each other (See Figure 1).126

Finally, an e− associated with a e+e− pair may actually be an elastically scattered beam127

electrons of energy Ebeam = 1.056 GeV instead of one associated with a true e+e− pair. To128

remove these V0’s from the final sample, the momentum of the electron track is required to be129

less than 0.75Ebeam. This is illustrated on Figure 2 which shows the beam electron peak (mean130

at 1.056 GeV) and the cut used to reject it.131

The above requirements reject a large fraction of accidental V0 particles. If a positron con-132

tinues to have multiple V0 particles associated with it after all cuts have been applied, the V0133

particle with the best vertex χ2 is chosen. This is essentially placing a requirement on the χ2
134

of the electron track and will remove any additional V0 particles that result from electron tracks135

that share hits or mis-reconstructed tracks. The result of applying all of these requirements is a136

set of unique V0 particles.137

2.2 Radiative Selection138

As discussed in Section 1, the kinematics of the radiative trident background are indistinguishable139

from A′ signal events. Although the rate of the Bethe-Heitler process dominates among the two140

trident processes, its different kinematics can be used to reduce its contributions to the final event141

sample. Specifically, the A′ decay products are highly boosted while the recoiling electron is soft142

and scatters at large angles. In contrast the Bethe-Heitler process is not enhanced at higher pair143

energies. Furthermore, only one of the leptons in the Bethe-Heitler pair will be highly boosted,144

while the other will be much softer. These kinematic differences are illustrated in Figure 3 which145

plots the momentum of the positron versus that of the electron for both A′ (maroon) and Bethe-146

Heitler (blue) events. As illustrated in the figure, the signal distribution is concentrated in the147

region where the sum of the energy of the electron and positron (“p-sum”) is approximately equal148

to beam energy. Therefore, p-sum can be used to discriminate between the two processes. Figure149

4 shows the distribution of the sum of the momenta of the e+e− tracks composing a pair. From150

studies of simulated events, it was found that requiring the sum of the momentum to be greater151

than 0.8Ebeam maximizes the rejection of Bethe-Heitler events while minimizing the impact on152

signal.153

2.3 Rejecting Accidentals and Poor Quality Tracks and Vertices154

The preprocessing stage results in a set of unique V0 particles. However, additional cuts were155

imposed to remove out of time backgrounds, enforce good track and vertex quality and further156

eliminate contamination by beam electrons. This section will discuss these requirements in detail.157

Although the HPS trigger requires time coincident pairs, the trigger window is wide enough158

that there were instances where a pair is formed using a e+ and e− from different beam bunches159

or even from different interactions within a single bunch. This can be seen from Figure 5 which160

plots the cluster time of one cluster composing a pair versus that of the other cluster. The central161

band (yellow) is due to pairs originating in the triggering beam bunch, while the neighboring bands162
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Figure 1: The track-cluster match χ2 versus the transverse distance of the track from the matched
cluster. Requiring the track-cluster match χ2 to be less than 10 ensures that the transverse
distance between the track and cluster is within a couple of mm.
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Figure 3: Scatter plot of the positron momentum versus the electron momentum of pairs from
Bethe-Heitler background (blue) and 50 MeV A′ signal events (red). The kinematics of the
irreducible radiative background are indistinguishable from A′ signal events within an invariant
mass window, δm, centered at mA′ and can be used to analyze the rate of A′ signal production.
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Figure 4: Cutflow of the sum of the momenta of the e+e− tracks composing a pair. The sharp
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(green) saw the e− or e+ originate from an out-of-time bunch. Therefore, suppression of pairs163

where the e− or e+ originate in an out of time bunch is achieved by requiring that the difference164

in Ecal cluster times is less than 2 ns. No explicit requirement is placed on the individual cluster165

times.166

As mentioned previously, some track-cluster matches are formed using mis-reconstructed167

tracks that are mismatched to an Ecal cluster. Given that the track-cluster match χ2 cut was168

chosen to be loose, a cut on the difference between the track and cluster times was used to169

further suppress e+e− pairs where one of the tracks is mismatched to the corresponding cluster.170

Specifically, a track-cluster match is required to satisfy the following condition:171

abs(tcluster − ttrack − 43) < 5.8 ns (3)

Since the track time is referenced to the trigger time and the Ecal cluster time to the start of the172

Ecal readout window, a constant offset of 43 ns, reflecting the time difference in those references,173

is subtracted from the track-cluster time difference. A plot showing the effect of all cuts on the174

track-cluster time difference is shown in Figure 6.175

Even after applying the track-cluster match requirements, there are still instances where one176

or both of the tracks associated with a pair are mis-reconstructed. In order to suppress these177

types of events, loose requirements on both the quality of the tracks and the vertex they form178

are enforced. Specifically, the χ2 of the GBL fit of all tracks is required to be less than 40.179

Furthermore, the vertex χ2 must be less than 75. As illustrated in Figures 7 and 8, after applying180

all other cuts, the quality requirements reject only the worse tracks and vertices which lie on the181

tails of these distributions.182

Finally, the momentum of the V0 is required to be less than 1.2Ebeam. This further eliminates183

pairs where a beam electron or mis-reconstructed positron track has been included.184

The effect of the above requirements on the Ecal cluster time difference is shown in Figure 9,185

while the base cut flow is summarized in Table 2. As can be estimated from the figure, the186

fraction of accidentals contaminating the final event sample is less than 1%. This is estimated187

from the size of the outer peaks before the cluster time coincidence cut is applied. Additional188

cuts used to eliminate the background from converted wide-angle bremsstrahlung are discussed189

below.190

Cut Description Requirement

Track-cluster match quality abs(tcluster − ttrack − 43) < 4.5 ns
Momentum sum cut p(e+e−) < 1.2Ebeam

Track quality χ2 < 40
Vertex quality χ2 < 75
Cluster time coincident < 2 ns

Table 2: Selection used to reject accidental e+e− pairs.

2.4 Minimizing Wide-Angle Bremsstrahlung191

The most significant non-trident contribution to the pairs sample comes from wide-angle bremsstrahlung192

when the incident electron radiates a hard photon at a relatively large angle to the beam axis193
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Figure 5: Correlation between Ecal cluster times composing a pair. The central band (yellow) is
due to pairs originating in the triggering beam bunch, while the neighboring bands (green) saw
the e− or e+ originate in an out of time bunch.

abs(ECal cluster time - track time - 43) ns
0 10 20 30 40 50 60

4−10

3−10

2−10

1−10

Preprocessing
Radiative cut
abs(Ecal clust time - trk time) - 43 ns < 5.8

beam
) < 1.2 E

0
p(V

 < 402χTrack 
 < 752χVertex 

Ecal cluster dt < 2 ns

Figure 6: Cutflow of the time difference between a track and cluster. The cut placed at 5.8 ns
was used to eliminate e+e− pairs where one of the tracks is mismatched to the corresponding
cluster.
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Figure 7: Cutflow of the track χ2. The sharp cutoff at 40 denotes the requirement used to
eliminate grossly misreconstructed tracks.
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Figure 8: Cutflow of the vertex fit χ2. In order to eliminate misfit vertices, the vertex fit χ2 was
required to be less than 75.
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Figure 9: Difference in time between the Ecal clusters composing a pair. After all cuts, the
contamination due to accidentals is less than 1%.

which subsequently converts in either the target or first few layers of the SVT. In the V0 sample,194

the electron from the pair conversion is rarely reconstructed. It is much more likely that the195

positron from the conversion along with the recoil electron are within the acceptance, thereby196

constituting a background to the e+e− sample.197

Since, for the 5 and 6 layer tracks under consideration, the conversion of the hard photon198

most frequently occurs in the first layer of the SVT, the positron may not leave enough energy199

in both layer 1 sensors to record a 3D hit. This can be seen in Figure 10 which plots the rate200

of MC trident and WAB positron tracks which have a layer 1 hit. It’s clear that the positron201

track associated with a trident event will almost always have a layer 1 hit while the majority of202

positrons from converted WABs are missing it. As a result, requiring a positron track to have a203

layer 1 hit will greatly reduce the number of WAB’s contaminating the final event sample.204

Another variable that can be used to discriminate WAB’s is the distance of closet approach.205

When the WAB conversion occurs in the SVT, the positron track will not extrapolate back to206

the target because of its finite curvature. Instead, it will extrapolate to one side resulting in a207

skewed distribution. This can be seen in Figure 11 which shows the distribution of the distance208

11
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Figure 10: Histogram of the rate of Monte Carlo tridents (maroon) and WAB (blue) positron
tracks which have a hit in layer 1. Positron tracks associated with a trident will almost always
have a layer 1 hit, while positrons from a WAB are missing it.

of closest approach, d0, for positron tracks from both trident and wab events. Requiring the d0209

of positrons to be less than 1.1 mm eliminates the WAB tail.210

Finally, the pt asymmetry of the e+e− pair can be used to suppress WAB’s even further. This211

can be seen in Figure 12, which shows the pt asymmetry of WAB’s is skewed compared to trident212

events, since the momentum of the missing e− from the conversion is unaccounted for. Requiring213

the pt asymmetry to be less than 0.47 further reduces the number of converted WAB’s in the214

final event sample.215

The cuts used to suppress WAB’s are summarized in Table 3. After applying all cuts, > 80%216

of WAB’s were cut from the final event sample.217

Cut Description Requirement

L1 hit and L2 requirement e+ is required to have L1 and L2 hit
e+ d0 d0 < 1.1 mm
pt asymmetry pt(e

−)− pt(e+)/pt(e
−) + pt(e

+) < .47

Table 3: WAB rejection cuts applied to all e+e− pairs used in this analysis.

2.5 Selection Optimization218

This section describes how the critical variables for e+e− event selection were chosen, and how219

optimal cuts in those variables were determined. The effectiveness of any given variable at reject-220

ing background events was evaluated using the corresponding Receiver Operating Characteristic221

12
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Figure 11: Distance of closest approach of positrons associated with tridents (maroon) and WABs
(blue). Requiring the d0 of positrons to be less than 1.1. mm eliminates the WAB tail.

Figure 12: Momentum asymmetry of tridents (maroon) and WABs (blue). Requiring the asym-
metry to be less than 0.47 further reduces the number of converted WABs in the final sample.

13
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curve (ROC curve). Such a curve plots the signal fraction vs 1 - the background fraction as a222

particular variable is varied. The integral of this curve over the full range 0 to 1.0 provides a223

measure of the effectiveness of a cut on this particular variable, higher integrals corresponding224

to greater effectiveness. The effectiveness of several potential variables can then be ordered, and225

the most effective variables chosen. Once an effective variable is chosen, one can select a value226

for the cut in that variable which optimizes the significance.227

As an example, a cut on the electron momentum is important to separate true e+e− events228

from background events arising from in time or out of time beam electrons. Figure 15 shows how229

the number of preprocessed events (before making a cut on the electron momentum) depends230

on the cluster time difference in the ECal. It clearly shows a signal region, near 0 time difference,231

and a background region, where the absolute value of the time difference exceeded 3 ns. The232

use of these regions is possible because Ecal cluster pairs which satisfy equation 4 are dominated233

by pairs where at least one of either the e+ or e− originates outside the beam bunch of interest234

while pairs satisfying 5 are dominated by true e+e− pairs.235

Background region: ttop − tbottom > 3 ns (4)

236

Signal region: ttop − tbottom < 1 ns (5)

Figure 14 are plots the electron momentum distributions for all the preprocessed events, those237

in the signal region, and those in the background region. For each potential value of the cut238

in electron momentum, the figure determines a signal fraction and a background fraction. The239

related ROC curve corresponding to a cut in electron momentum is shown in Figure 13. Its integral240

is relatively large, indicating the effectiveness of this variable. The cut in electron momentum is241

optimized by plotting the signal divided by the square root of the signal plus background, which242

is shown in Figure 14. It’s clear that a cut at 0.8 GeV/c maximizes the significance of the cut.243

This procedure has been used to identify the most effective variables for cuts, and to determine244

the optimal values of the cuts with those variables. Variables with ROC curve integrals below245

0.5 were dropped. Many of these cuts were data driven as in the example above. In some cases,246

as for example in selecting a sample of WAB events, MC is used. Optimization of the selection247

used to reject WAB’s used a Monte Carlo “tri-trig” sample as the signal and a Monte Carlo WAB248

sample as the background. Monte Carlo was needed because, unlike accidentals, isolating a pure249

WAB sample in data is difficult.250

The sample used to optimize the accidental cuts was generated by preprocessing 7.5% of251

the engineering run data as described in Section 2.1. However, the “beam electron cut” was252

excluded from the requirements as it was also part of the optimization procedure. As shown in253

Figure 15 , the resulting sample was split into “signal” and “background” regions as defined by254

Equations 4 5.255

2.6 Event Selection Efficiency256

The cuts used to isolate the final e+e− invariant mass distribution along with their efficiency for257

data, trident MC, radiative MC, WAB MC and 30 MeV A′ events are summarized in Table 4.258

The effect of each cut on the data e+e− invariant mass sample is also shown in Figure 16. In259

total, after all cuts, the final sample contains 21M events.260
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Figure 13: ROC curve showing the true positive versus the false positive rate for a given beam
electron cut.

) GeV
-

p(e
0 0.2 0.4 0.6 0.8 1 1.2 1.4

0

20

40

60

80

100

120

140

160

180

310×

Preprocessing

t > 3 ns∆Bkg: Ecal cluster 

t < 1 ns∆Sig: Ecal cluster 

 (GeV))-p(e
0 0.2 0.4 0.6 0.8 1 1.2 1.4

S
ig

na
l/s

qr
t(

S
ig

na
l +

 B
ac

kg
ro

un
d)

0

200

400

600

800

1000

1200

1400

1600

1800

2000

2200 Optimial: .792

Figure 14: The plot on the left shows the signal (purple) vs background (red) distributions use
to optimize the beam electron cut. The plot on the right shows the metric S/

√
(S + B) for a

given cut.

16



HPS-ANALYSIS-NOTE #XXX
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Figure 15: Difference in time between the top and bottom Ecal cluster in an event. The green
region defines the signal and the orange region defines the background. These regions were used
to optimize the base selection.
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mass distribution in violet will serve as the starting point for the resonance search.
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3 Composition of the e+e− Sample261

A key component to translating the number of signal events to the coupling epsilon is the fraction262

of reconstructed events in our sample, after all selection requirements, that come from radiative263

tridents. This fraction is defined as :264

frad =
Nrad

Ntri +NcWAB

(6)

While the total number of tridents can be taken from data (from the maximum likelihood fit,265

as a function of mass), the radiative fraction must be computed using Monte Carlo. Therefore266

it is important that we understand the composition of our data sample, namely, the relative267

contributions of trident events to converted WAB (cWAB) events .268

A dedicated study of the HPS sample composition and comparison of what we see in a data to269

our Monte Carlo was performed and documented in HPS-NOTE-XXXX [?]. The study looked at270

both γe− (dominated by WABs) and e+e− (both tridents and cWABs) final states. The selection271

used for the composition study were chosen to be the same as those used in this note, although272

some of the details of selecting good tracks were somewhat different, particularly when there273

were multiple tracks using the same hits. There were three primary conclusions from this study:274

• it appears that the MC overestimates the overall rates of all MC samples by ∼ 0.87275

• the SVT hit inefficiency is underestimated in MC276

• after correcting for that inefficiency, the data is consistent with MC regarding the ratio277

of cWABs to tridents as evidenced by a number of distributions which differentiate their278

contributions279

Figure 17 shows the distributions of some kinematic variables for the e+e− events from the280

composition study. The events shown in these distributions have the radiative cut but do not281

require that the tracks have both L1 and L2 hits. There are a few features in these plots (e.g. skew282

in track momentum) but generally the agreement between data and MC for these distributions283

is quite good.284

In order to focus on the relative cWAB fraction in this data, we look at some qualities285

that show differences between cWABs and tridents. First, we remove the positron d0 and pT286

asymmetry cuts, which are designed to cut out cWABs. In Figure 18, we show the distributions287

for positron d0 and phi0, and the electron-positron pT asymmetry for events whose positron has288

an L1 hit (left) and without an L1 hit (right).289

The ratio of L1/no L1, another good discriminator of cWABs and tridents, agree well within290

errors (which is ∼ 3.5%). The distributions for the positrons with an L1 hit (dominated by291

tridents) suggest that the converted WABs are underestimated with respect to the tridents.292

The difference between this MC/data difference could potentially be from an underestimation of293

converted WAB events, in some cases by 50% or even more (pT asymmetry). It is not likely that294

the WAB cross-section is off by so much since we have measured the observed cross-section in295

data, and the MC actually overestimates that. It is possible, but unlikely, that the conversion296

probability (which is proportion to the amount of material) is underestimated by a large amount,297

but it’s hard to reconcile that with the rate and shape agreements (which, granted, have a higher298
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Figure 17: Distributions of e+e− events with scaling all cross-sections by 0.87. Clockwise from
top left: positron+electron momentum, e+e− invariant mass,positron track slope, electron track
slope, electron momentum, positron momentum. Each plot shows the raw distribution from
data and the various MC samples as well as the ratio of data and the sum of WAB-beam and
tritrig-beam.
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Figure 18: Distributions for e+e− events requiring both electron and positron have L1 and L2 hits
(left column) and where the positron does not have an L1 hit (right column). Top to bottom:
positron d0, pT asymmetry, and positron phi0.
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statistical uncertainty). It is most likely that the MC generation and simulation gives slightly299

skewed shapes compared to data and that is the effect we are seeing here.300

The conclusion of this study is that the Monte Carlo does a reasonably good job at estimating301

the relative fractions of tridents, WABs, and converted WABs. In a later section, we will estimate302

a systematic uncertainty on the radiative fraction due to the estimated uncertainty in the cWAB-303

to-trident ratio.304
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4 Mass Resolution305

The heavy photon signal is expected to appear as a Gaussian resonance above the e+e− invariant306

mass spectrum with its width reflecting the mass resolution of the experiment. Determining that307

resolution experimentally is thus a critical component of the resonance search. In the section308

that follows, the procedure for determining the mass resolution is described.309

4.1 Møller Event Selection310

Determination of the mass resolution from data was accomplished by using electron-electron311

elastic scattering (Møller scattering) which will have a well-defined invariant mass at any given312

beam energy. For this particular study, only events which satisfy the “singles1” trigger are313

considered. Additionally, only events passing the SVT quality cuts described in Section 2.1 are314

included in the final sample.315
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Figure 19: Plot showing the correlation between the x position of Ecal clusters associated with
a Møller e−e− pair. A Møller pair has a very distinctive signature in x-x space.

Selection of Møller e−e− pairs begins by requiring that an event have a single e− track in316

each of the SVT volumes. Both tracks are required to loosely match clusters in the Ecal in order317

to guard against mismatches due to mis-reconstructed tracks. Specifically, a track-cluster match318

χ2 of less than 10 has been found to ensure that the distance between the extrapolated track319

position to the Ecal and the Ecal cluster is reasonable. Furthermore, a track fit χ2 of less than 40320
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Figure 20: Cut-flow showing the effect of all cuts on the e−e− invariant mass distribution in both
data (top) and MC (bottom). These cuts are used to isolate the Møller peak (black) which is
used to measure the mass resolution.
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is enforced to ensure high quality tracks are used. In addition, a track-cluster match is required321

to satisfy the following condition:322

abs(tcluster − ttrack − 43) < 4.5 ns (7)

The presence of a magnetic field means that the Ecal clusters associated with the Møller323

electrons will both appear at negative x, i.e. to beam’s right (the electron side) in the calorimeter324

(see Figure 19). With this in mind, the clusters are required to satisfy the following relation:325

xe− Cluster × xe− Cluster >= 0 (8)

Because of the track-cluster match requirement, requiring the clusters to be on the electron side326

also ensures that both tracks are on the electron side.327

There are two main sources of background affecting this analysis:328

• Accidental pairs where one or both e− are actually elastically scattered beam electrons.329

• e−e− pairs where one of the electrons comes from a conversion in or downstream of the330

target.331

To suppress these backgrounds, first, the momentum of each electron track is required to be less332

than 0.75Ebeam. Second, the sum of the track momentum of the pair is required to satisfy the333

following:334

0.8Ebeam < p(e−e−) < 1.18Ebeam (9)

To suppress pairs which include an electron originating before or after the triggering bunch, the335

clusters associated with the tracks are required to be coincident to within 2 ns. Requiring that336

both electron tracks have a hit in both layer 1 and layer 2 will eliminate most pairs where an337

electron comes from a conversion. Finally, if the vertex χ2 is greater than 75, the e−e− pair is338

disregarded.339

The above cuts are summarized in Table 5. The effect of these cuts on both the data and340

MC e−e− invariant mass distribution is shown in Figure 20.341

4.2 Mass Resolution342

Determination of the mass resolution was accomplished by fitting the core of the final e−e−343

invariant mass distribution (black in Figure 20) to a Crystal Ball function [4]. The resulting fit344

to both the data and MC Møller peaks is shown in Figure 21. In data, the mass peak is found to345

be at 33.9 MeV and the mass resolution was measured to be 1.609 MeV. When compared to the346

expected values, the mass peak is within∼ 3% of the expected value, however, the mass resolution347

differs by ∼ 23%. The discrepancy in the mass value between the data and MC is accounted348

for by the fact that the target position assumed in the tweakpass6 reconstruction, z = 0, did349

not agree with that observed in the data. When accounting for this effect, the measured Møller350

mass was within 1% of the expected value. The discrepancy between the mass resolution seen in351

data and MC can be attributed to the difference in the data and MC momentum resolution. As352

shown in Figure 22, the momentum resolutions measured using data and MC differ by 1.13/5.9353
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Figure 21: The data (top) and Monte Carlo Møller mass peaks used to measure the mass
resolution. Both peaks were fit with a Crystal Ball function and the σ was taken as the mass
resolution.
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∼ 20%. Now, using the small-angle approximation for the opening angle, the invariant mass and354

mass resolution is given by355

m ∼ 1√
(2)

θ
√

(pe+pe−) (10)

356

σm =
1√
(2)

(θ

√
(pe+pe−)

2
(
σpe+
pe+

+
σpe−
pe−

+ σθ
√

(pe+pe−)) (11)

From equation 11, it can be seen that a 20 % increase in momentum resolution results in an357

increase in the mass resolution of ∼ 20%, which would largely account for the mass resolution358

discrepancy.359

tweakpass6

σ
p
/p = 7.03%

MC

σ
p
/p = 5.9%

Figure 22: Beam electron momentum peaks for both data (left) and Monte Carlo (right). The
core of each of the peaks is fit to a Gaussian and in order to extract the momentum resolution.

Since data only provides a single mass resolution point, characterizing the parameterization360

of the mass resolution as a function of mass required the use of A′ MC. A′ samples ranging in361

mass from 20 MeV to 90 MeV were subject to the selection described in Section 2. This resulted362

in the isolation of each of the A′ peaks. The core of each of the peaks was then fit to a Crystal363

Ball function (see Figure 23) in order to extract the mass resolution at each mass point. As364

shown in Figure 24, the resulting mass resolutions as a function of mass is then fit to a line and365

scaled to match the observed data mass resolution. Since the difference in the mass resolution366

is due to the momentum resolution difference, scaling the mass resolution parameterization to367

match data is equivalent to smearing the momentum resolution to match data. The resulting368

parameterization given by the equation369

σ(me+e−) = 0.0516690134619me+e− − 0.0000895420419565 (12)

is used as an input to the resonance search.370
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Figure 23: The invariant mass distributions for 30 MeV and 70 MeV A′ along with the resulting
Crystal Ball fits.

29



HPS-ANALYSIS-NOTE #XXX

0.00 0.02 0.04 0.06 0.08 0.10

m(e+e−) (GeV)

0.000

0.001

0.002

0.003

0.004

0.005

M
as

s
R

es
ol

ut
io

n
(G

eV
)

Best fit to ideal A′ MC

Best fit to scaled A′ MC

A′ MC, target -5 mm

Data, tweakpass6

A′ MC, target -5 mm, scaled to data

Figure 24: The mass resolution as a function of mass calculated using the invariant mass distri-
bution of A′ (blue) and Møller data (orange). The ideal mass resolution calculated using Monte
Carlo is scaled to match data (green) and fit to a line (grey). The resulting parameterization is
used as an input to the resonance search.
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5 Searching for a Resonance371

A heavy photon signal is expected to appear as resonance above the e+e− invariant mass spec-372

trum. Such a signal is expected to be Gaussian in nature, with a mean equal to the mass mA′373

of the A′ and with a mass dependent width, σmA′ , given by the mass resolution parameteriza-374

tion defined in 12. With this in mind, the invariant mass distribution measured by HPS (purple375

distribution in Figure 16) will serve as the starting point for this analysis.376

Since the mass of the A′ is unknown a priori, the e+e− invariant mass spectrum needs to be377

scanned for any significant peaks. Customarily, a search for a resonance is performed within a378

window constructed around the mass hypothesis of interest. Within the window, the distribution379

of A′ signal events is modeled using the probability distribution function380

P (me+e−) = µ · φ(me+e−|mA′ , σmA′ ) +B · p(me+e−|t) (13)

where me+e− is the e+e− invariant mass, µ is the signal yield, B is the number of background381

events within the window, φ(me+e−|mA′ , σmA′ ) is a Gaussian probability distribution describing the382

signal and p(me+e−|t) is a Chebyshev polynomial of the first kind with coefficients t = (t1, ...tj)383

that is used to describe the background shape. In this instance, a 7th order Chebyshev polynomial384

was found to best describe the background (see Section 6.3). Furthermore, mA′ and σmA′385

are constant and set to the A′ mass hypothesis and expected experimental mass resolution,386

respectively. Estimating the signal yield as well the background normalization and shape within387

a window can be done by the method of maximum likelihood. The theoretical formalism used to388

do this will be outlined here but a detailed discussion can be found in [2].389

5.1 Maximum Likelihood Fit390

Assume the events within the window are binned as n = (n1, ...ni). Furthermore, assume the391

center of the ith bin is given by bi and has a width equal to ε. The expected number of events392

of the ith bin is given by393

E[ni] = Si +Bi (14)

where394

Si = µ

∫ bi+ε/2

bi−ε/2
φ(me+e−|mA′ , σmA′ )d(me+e−) (15)

395

Bi = B

∫ bi+ε/2

bi−ε/2
p(me+e− |tj)d(me+e−). (16)

Denoting the parameters that are not of immediate interest, i.e. the nuisance parameters, by396

θ = (B, t), an estimate of µ and θ can be obtained by finding the parameters µ̂ and θ̂ that397

maximize the Poisson likelihood function, L398

L(µ, θ) =

nbins∏
k=1

(Sk +Bk)
nk

nk!
e−(Sk+Bk) (17)

where the sum is over all bins within the window, nbins. In the case where the invariant mass399

is scanned for a resonance, the Poisson likelihood function is maximized within the window400
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constructed around each A′ mass hypothesis. This yields estimators for the signal yield and401

nuisance parameters at each A′ mass hypothesis which are used to determine if a significant402

resonance was found.403

5.2 Likelihood Ratio404

When searching for a resonance above a background distribution, it is necessary to discriminate405

between two scenarios:406

• The background only or null hypothesis, H0 : µ = 0.407

• The signal+background hypothesis or alternative, H1 : µ > 0.408

Establishing whether the signal+background model is significantly different from the background409

only model is typically done using the profile likelihood ratio410

λ(µ) =
L(µ,

ˆ̂
θ)

L(µ̂, θ̂)
(18)

where
ˆ̂
θ is the conditional estimator for the nuisance parameters obtained by maximizing the411

Poisson likelihood assuming that the null or background only hypothesis is true i.e. µ = 0. The412

unconditional estimators µ̂ and θ̂ are obtained by maximizing the Poisson likelihood without any413

constraints on µ. As can be seen from 18, if the estimator of the signal yield, µ̂, is compatible414

(incompatible) with the hypothesized µ, the likelihood ratio will tend to 1 (0).415

A more convenient test statistic is the log likelihood ratio defined as416

q0 =

−2 ln L(0,
ˆ̂
θ)

L(µ̂,θ̂) µ̂ > 0

0 µ̂ < 0.
(19)

In the large sample limit, the test statistic q0 can be shown to follow a 1/2χ2 distribution defined417

in [2] as418

f(q0|0) =
1

2

(
δ(q0) +

1√
2π

1√
q0
e−q0/2

)
(20)

where the first term on the right side of the equation is a delta function at 0 and the second term419

is a χ2 distribution with one degree of freedom.420

Quantifying how extreme the observation is can be done by calculating a p-value as421

p =

∫ ∞
q0,obs

f(q0|0)dq0. (21)

This is shown graphically in Figure 25. Typically, the observed p-value is compared against a422

significance level α. The significance level denotes the probability of incorrectly rejecting the null423

hypothesis in favor of the alternative (type-I error). In other words, it denotes the probability of424

there being a statistical fluctuation in the background large enough to mimic a signal. If a p-value425

is found to be less than α, the measurement is claimed to be significant. Typically, in particle426

physics, an α on the order of 3×10−7 (5σ) is required to claim discovery of new phenomena. This427

means that there is a 1 in about 3.5 million chance that the observation is due to a fluctuation428

in the background.429
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Figure 25: Graphical representation of a p-value.

5.3 The Look-Elsewhere Effect430

As discussed previously in Section 5.2, a result is determined significant if the p-value is smaller431

than some pre-determined threshold, α. However, when performing multiple tests, as is the case432

when scanning a mass distribution for a resonance, an observation with a p-value that is as433

extreme as α is bound to occur at a rate of n×α where n is the number of measurements. This434

phenomenon is known as the “Look-Elsewhere Effect” (LEE) and needs to be taken into account435

through a correction to the “local” p-value observed at each mass hypothesis.436

Assuming that only a single heavy photon can be observed within the HPS invariant mass437

distribution, the correction can be estimated using a large number of pseudo-data sets and438

generating the distribution f(q0,max|0) composed of the largest q0 (i.e. smallest p-value) from439

each of the invariant mass scans. However, generating a distribution of f(q0,max|0) that would440

allow an estimation of a “global” p-value (i.e. local p-value after correction) down to the level441

of 5σ with any accuracy would require running > 106 pseudo experiments. Generating so many442

pseudo-data sets is often not feasible within a reasonable amount of time.443

Instead, the smallest p-values obtained from a series of resonance searches on 10,000 pseudo444

data sets were ranked and the corresponding quantile was calculated [5]. A mapping from a local445

p-value to a global p-value is then created. The mapping created for this analysis is shown in446

Figure 26. As can be seen from the figure, a local p-value equal to 0.05 corresponds to a global447

p-value of ∼ 0.5.448
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Figure 26: Mapping between local and global p-values.
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6 Fit Optimization449

Given that this is a blind analysis, optimization of fit parameters was done using the unblinded450

portion (∼10%) of the 2015 engineering run dataset. After applying the selection described in451

Section 2 to the unblinded dataset, the resulting e+e− spectrum was fit, and pseudo data sets452

generated using the parameters of the fit. A resonance search was then performed on each of453

the pseudo datasets and several key parameters were varied. These parameters included the size454

of the fit window, the binning of the e+e− mass spectrum, and the order of the polynomial used455

to model the background. The optimal fit parameters were chosen such that both the signal pull456

(bias), defined as457

pull =
µfit − µinserted

µfit error
, (22)

and the signal upper limit were minimized. The following section will discuss this procedure in458

detail.459

 / ndf 2χ   1635 / 1531

p0        3.5±  2503 

p1        0.00006± 0.01243 

p2        0.077± 4.814 

p3        2.1±   283 
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Figure 27: Global fit to the e+e− invariant mass distribution generated using 10% of the engi-
neering run data. The fit is used to generate the toys used to evaluate the fitting procedure.
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6.1 Pseudo Data Sets460

Optimizing the fit parameters and understanding the systematics associated with the fit procedure461

required the use of pseudo data sets. The pseudo data sets were generated from a fit to the462

e+e− invariant mass distribution obtained from the unblinded 10% of the engineering run data.463

Specifically, the observed mass distribution was fit between 0.01-0.09 GeV using the function464

p0

(
m− p1

0.03− p1

)p2
e−p3(m+0.03) ×

[(
1 +

7∑
i=1

pi+3

( m

0.03

)i)
/

(
1 +

7∑
i=1

pi+3

)]
. (23)

The resulting fit is shown in Figure 27. This fit function was then sampled between 0.014-0.115465

GeV and used to generate 2000 pseudo experiments each with a number of events (1,297,890)466

equal to that in the data. The optimizations discussed in this section used these pseudo data467

distributions.468

6.2 Mass Binning469

Ideally, an unbinned maximum likelihood fit should be used to estimate the mass and significance470

of any potential signal(s) in the mass distribution, as described in Section 5. However, given the471

large statistics of the final e+e− sample, it’s not possible to do an unbinned maximum likelihood472

fit in a reasonable amount of time. Instead, a binned likelihood fit is performed. This made it473

necessary to understand how the bin size of the e+e− mass distribution impacts the fit and its474

systematics.475

Understanding the fit systematic associated with the bin size was studied using 2000 pseudo476

data sets by trying three different bin sizes, 0.2 MeV, 0.1 MeV and 0.05 MeV. At the time of477

this study, the final fit parameters had not been fully optimized, so a 7th order polynomial and478

a window size of 13σmass were chosen. They produced reasonable results during initial tests479

of the fitter. Using these parameters, a resonance search was performed using all the pseudo480

datasets and the signal pull spectra were generated. Examples of these distributions resulting481

from a search for a resonance at a mass of 33.1 MeV are shown in Figure 28. Ideally, the mean482

and standard deviation of these distributions should be 0 and 1 respectively. However, as can be483

seen from Figure 29, there is always a signal bias which get worse at low mass when using larger484

bins. As a result, a bin size of 0.01 MeV was chosen since it minimizes the signal bias across the485

whole mass spectrum.486

6.3 Fit Window and Polynomial Order487

The pseudo data sets were also used to determine the optimal fit window and polynomial order488

that best models the background. First, 2000 pseudo data sets were generated and binned using489

a bin size of 0.01 MeV. Next, a resonance search between 20-90 MeV was repeated on all these490

data sets using polynomials of 3rd, 5th and 7th order and varying window sizes, where a window491

is defined as492

n× σmA′ (me+e− ) n = 9, 11, 13, 15, 17. (24)

Only odd order polynomials were considered to avoid having a turning point in the middle of the493

window that may artificially enhance a signal. For each of the combinations of polynomial and494
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Bin size: 0.05 MeV
Constant  3.11± 76.27 

Mean      0.033316±0.003861 − 

Sigma     0.027± 1.021 
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Figure 28: Distribution of signal pulls resulting from fits to toys with no signal injected. Ideally,
the mean and standard deviation of these distributions should be 0 and 1 respectively.
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Figure 29: Signal pulls at each mass hypothesis considered during a scan for a resonance. Each
point represents the mean of the distribution of pulls at each mass point.
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window size, the pulls and upper limits were calculated and used as metrics in determining the495

optimal combination. Specifically, a combination that minimizes the signal bias while maintaining496

a reasonable upper limits is desired. As can be seen from Figures 30 and 31, it was found that497

using a 7th order polynomial with a window size of 11σmA′ below 70 MeV and a window size of498

9σmA′ from 70-90 MeV achieves the desired results.499

6.4 Injection Tests500

To study the ability of the fitting methods to find a real signal, pseudo data sets with a variety501

of known signals were generated and fit to extract the signal. The signals were modeled using502

Gaussian distributions with centroids at a given mass and σ equal the measured mass resolution503

(see Section 4). The resulting distributions were then fit with the same polynomial background504

and fit range described in Section 6.3, and the mass hypothesis was scanned across the relevant505

mass range in search of the maximum signal yield.506

For each combination of injected signal mass and significance, 50 toy experiments were gen-507

erated from the same mother distributions but with different random number seeds. The ratio of508

the fitted and generated signal yield as a function of the generated signal significance is shown509

in Figure 32 for a series of masses. At high significance, the fit returns a signal compatible with510

but marginally higher than the generated signal, except at the very highest mass, 65 MeV, where511

it is 20 % high. For signals near the limit of sensitivity, < 5σ, the fit overestimates the signal by512

upwards of 40 %.513

This procedure was also tested with toys generated from a simpler background function514

without the polynomial terms in the square bracket in Equation 23. While not describing the515

shape of the real data as well, this avoids the possibility of any small wiggles in the parent516

distributions influencing the result. The results were very similar to the full 11-parameter fit.517
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Figure 30: Signal pulls obtained from resonance scans over pseudo data sets using different
window sizes and polynomials.
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data sets using different window sizes and polynomials.
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Figure 32: Difference and ratio between the injected and extracted signal yields for different signal
masses and significances.
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7 Systematic Errors518

There are two types of systematic errors that need to be taken into account in the final result: the519

systematics that impact the signal upper limit and those that effect the scaling of the upper limit520

to a limit on the coupling. Systematic errors that effect the signal yields impact the sensitivity521

to a given signal and need to be accounted for in the discovery criteria. These errors include:522

• The uncertainty on the mass resolution523

• Intrinsic bias of the fits (i.e. pulls)524

Furthermore, systematic errors that effect the scaling of the signal to a value of epsilon include:525

• The uncertainty in the radiative/trident fraction after all cuts526

• The uncertainty in the wab/trident fraction after all cuts527

The section that follows will discuss the details of how these uncertainties were evaluated and528

their impact on the final result.529

7.1 Radiative Fraction530

The uncertainty on the radiative fraction impacts the translation from the signal upper limit to531

the associated coupling strength, ε. As seen in Equation 6, the radiative fraction denominator is532

the sum of the full-diagram trident and converted WAB events that pass our final selection. This533

sum is determined directly from the final data sample as a function of mass.534

Rewriting Equation 6 to a more useful form from the perspective of systematic errors speci-535

fication:536

frad =

Nrad
Ntri

1 + NcWAB

Ntri

(25)

we see that the important quantities are the radiative-to-full trident ratio and the cWAB-to-537

full trident ratio. Both of these quantities must be derived from Monte Carlo. The ratio of538

cwabs/tridents accordingly has a systematic error associated with it.539

The cWAB-to-full trident ratio in MC was checked against the data as described in Section540

3. In that section, we concluded that the data and MC are in reasonable agreement for the541

cWAB/trident ratio however with fairly large uncertainties. Fortunately, the magnitude of the542

cWAB/trident is quite small so even being very conservative, here taking a 50% uncertainty on543

the cWAB rate, the corresponding systematic uncertainty on the radiative fraction, frad is only544

∼ 7%. This is what is taken as the systematic associated with the sample composition. As shown545

in Figure 33, taking into account the sample composition systematic yields a radiative fraction546

of 8.5%.547

7.2 Mass Resolution548

Given that the mass resolution is a crucial component of the resonance search, it was neces-549

sary to understand any sources of uncertainty associated with it and their impact on the final550

measurement. The major sources of uncertainty include551
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Figure 33: The ratio of the pure radiative cross-section to the full trident plus wab cross-section
as a function of mass.

• Error from the fit to the Møller invariant mass peak552

• Position of the target553

Those systematics that directly impact the mass resolution are combined in quadrature and used554

to smear the mass resolution parameterization given by Equation 12. The systematic impacting555

the mass scale is used to shift the mass hypothesis that serves as an input to calculating the mass556

resolution at a given mass. Furthermore, once the resonance search is complete, the mass scale557

itself is completely shifted to account for the systematic. This procedure allows the systematics558
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to be taken into account directly in the likelihood used to set an upper limit, thereby minimizing559

any residual systematic uncertainty.560

mass
0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08

E
ve

nt
s 

/ (
 0

.0
00

32
 )

0

100

200

300

400

500

A RooPlot of "mass"

 0.099± =  1.710 αcb 

 0.000027± =  0.033922 µcb 

 0.000031± =  0.001602 σcb 

 0.00045± =  0.03662 µgauss 

 0.00020± =  0.00541 σgauss 

 6.4±n =  7.3 

 254±nbkg =  1483 

 153±nsig =  5583 

A RooPlot of "mass"

Figure 34: Fit to the Møller invariant mass spectrum that takes into account the background.
The spectrum is fit with a Crystal Ball plus a Gaussian on the high side. Taking into account in
the background impacts that mass resolution by less than 0.5%.

There are a couple sources of uncertainty in the mass resolution related to the fit of the Møller561

invariant mass spectrum. As described in Section 4, the core of the Møller mass distribution is fit562

using a Crystal Ball. One source of uncertainty comes from not taking into account the high side563

tail background. However, as shown in Figure 34, even after taking into account the background,564

the mass resolution improves by less than 0.5%, so this won’t have much of an impact on the565

upper limits. In fact, the largest uncertainty come from error on the fit itself, which can be seen566

from Figure 21 to be 2.6%.567

The invariant mass used to measure the mass resolution is calculated using the momentum568

constrained to the target position. However, knowledge of the target position is not exact and,569

in fact, is only accurate to within 500µm. As a result, the impact on the mass resolution of570

constraining the momentum to a position that is ±500 µm off from the true vertex position571

needs to be evaluated. To do this, first A′ MC with the A′ vertex positions at ±500 µm was572

generated and the invariant mass was calculated using the momentum constrained to 0 mm.573

All events were then subject to the selection described in Section 2. Those that pass are used574

to extract the mass resolution at each mass point via a Crystal Ball fit to the core of each575

distribution. The resulting mass resolutions of heavy photons originating at 0 mm and ±500 µm576

along with best fit line to each of the datasets are shown in Figure 35. As can be seen from577

the figure, the largest difference in the mass resolution between events constrained to the correct578

position and those off by 0.5 mm is 1.5%.579

As discussed above, the momentum used to calculate the invariant mass is constrained to580

the position of the target which was assumed to be 0 mm. However, in data, the unconstrained581

position along z of e+e− pairs was found to be at ∼-5 mm. As a result, the momentum that is582
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being used to calculate the invariant mass is being constrained to the wrong position, resulting583

in a shift in the mass scale. The size of the shift needs to be calculated and used to find the584

correct mass resolution at a given point. In order to estimate the shift, A′ MC with masses in585

the range of 20-90 MeV and vertex positions at -5 mm were generated. The invariant mass at586

each mass point was calculated using the momentum constrained to 0 mm and the resulting587

distribution was fit to a Crystal Ball function. The means from the fit to each distribution were588

then compared to the true mass at each point. Figure 36 shows the percent change at each of589

the points considered. As can be seen from the figure, constraining to the wrong position results590

in an upward mass shift as high as 5% at low mass and 1% at high mass. This relationship can591

be parameterized using a 3rd order polynomial as follows592

offset = −11989.232me+e− + 1501.96798me+e− − 83.89me+e− + 6.232 (26)

Equation 26 is used to shift the mass used to calculate the mass resolution downward during the593

resonance search. Furthermore, the shift is also taken into account in the final result.594

Adding the two systematics impacting the mass resolution in quadrature yields σtarget = 3%.595

As shown in Figure 37, the systematic is taken into account by degrading the mass resolution at596

each point by the size of σtarget. The parameterization given by equation597

σ(me+e−) = 0.0532190838657me+e− − 0.0000922283032152 (27)

is then used as an input into the final resonance search.598
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Figure 35: The mass resolutions of heavy photons originating at 0 and ±500 µm along with the
best fit line to each of the datasets (left). The largest difference in the mass resolution between
events constrained to the correct position and those off by 0.5 mm is 1.5% (right).
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Figure 36: The percent change from the true A′ mass when using the momentum constrained to
0 mm instead of -5 mm in the calculation of the invariant mass. The relationship is parameterized
and used to adjust the mass scale in the final result.
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Figure 37: Mass resolution and parameterization after taking into the 3% systematic.
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7.3 Fit Systematics599

As discussed in Section 6, the fit parameters (polynomial, window size, bin size) were chosen600

such that both the signal bias and upper limit were minimized. However, as shown in Figure 30,601

the chosen fit parameters still had a signal bias associated with them. Given that these biases602

impact the upper limit, the signal pulls needs to be estimated using the full statistics. In order603

to do this, 2000 pseudo data sets were generated with a number of events equal to that in the604

full distributions. The signal pulls were then calculated as described in Section 6 for the two605

different window size regions (< 70 MeV and ≥ 70 MeV) that were used in the final search (see606

Figure 38). The fit systematic was then estimated as 1σ of the distribution of mean pulls in each607

of the regions (see Figure 39). The systematic is found to be 2% in the region < 70 MeV and 5%608

in the remaining region. The upper limits are slightly degraded to account for this uncertainty.609

7.4 Summary of Systematics610

A summary of all systematics used in this analysis is listed in Table 6.611

Systematic Description Value

Radiative Fraction

e+e− Composition 7%

Mass Resolution

Fit to Møller mass spectrum 2.6%
Target position 1.5%

Fits

Fit systematic < 70 MeV 9%
Fit systematic >= 70 MeV 6%

Table 6: Summary of systematics found to impact the resonance search.

46

miria
Highlight
wait, now I'm confused.  the summary table (and Fig 39) shows 9% and 6%



HPS-ANALYSIS-NOTE #XXX

0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
1−

0.8−

0.6−

0.4−

0.2−

0

0.2

0.4

0.6

0.8

1

massσpolynomial: 7th, window: 11

massσpolynomial: 7th, window: 9

Figure 38: Signal pulls obtained from resonance scans over pseudo data sets with an equal number
as the final e+e− invariant mass distribution.
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Figure 39: The distribution of pulls for the two window size regions (< 70 MeV and ≥ 70 MeV)
used in the final search. The fit systematic in each of these regions is estimated by taking 1σ of
each distribution.
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8 Fits and Signal Upper Limits612

8.1 Fit Results613

Using the method described in section 5 and the optimized fit parameters discussed in section614

6, a search for a resonance in the e+e− spectrum was conducted between 19 MeV and 85 MeV.615

The resulting p-values from the search are shown in Figure 40. The most significant signals were616

found at 38.1 MeV and 73.5 MeV with local p-values of 0.0978 and 0.0032 respectively. The617

signal plus background fit (maroon) resulting in these p-values are show in Figure 41.618

 Mass (GeV)A'
0.02 0.03 0.04 0.05 0.06 0.07 0.08

Lo
ca

l p
-v

al
ue

3−10

2−10

1−10

1

Figure 40: Resulting p-values from a resonance search for an A′ across the e+e− invariant mass
between 19-85 MeV.

As discussed in Section 5, the act of performing multiple searches across the e+e− mass619

spectrum may lead to the observation of significant local p-values simply as statistical fluctuations.620

Accordingly, a correction to account for the LEE effect needs to be applied to the local p-value621

before determining its global significance. As can be seen from Figure 26, after the application622

of the LEE correction, the most significant p-values are found to correspond to global p-values623

of .9 and .1, both of which are highly probable, and less than 2σ in significance. There are no624

significant signs of a signal.625
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Figure 41: Resulting signal plug background fit (maroon) assuming an A′ mass hypothesis of
38.1 MeV (top) and 73.5 MeV (bottom) of the most significant signals. The signal component
is shown in red while the background component is shown green.
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8.2 Signal Upper Limits626

Since no significant resonances were found, a 2σ confidence upper limit on the number of signal627

events at each mass hypothesis was set. For the purpose of setting an upper limit, the likelihood628

ratio is inverted. The statistic used to set an upper limit is then629

qµ =


−2 ln L(µ,

ˆ̂
θ)

L(0, ˆ̂θ)
µ̂ < 0

−2 ln L(µ,
ˆ̂
θ)

L(µ̂,θ̂) 0 ≤ µ̂ ≤ µ

0 µ̂ > µ

(28)

with the corresponding p-value being given by630

p =

∫ ∞
qµ,obs

f(qµ|µ)dqµ (29)

where f(qµ|µ) is the probability distribution of qµ given the hypothesized value of µ. In order to631

find the upper limit, µup, the test above is carried out over a range of signal yields until a p-value632

of 0.045 (2σ) is found. The signal yield value that corresponds to a p-value of 0.045 is µup and is633

often referred to as the unconstrained limit. The resulting unconstrained upper limits are shown634

in orange in Figure 42.635

As shown in blue in Figure 42, it is often the case that the estimator for the signal yield,636

at a given mass hypothesis, is zero or even negative. In such cases, the probability distribution637

function of the test statistic qµ assuming µup will nearly coincide with the distribution of qµ638

assuming µ = 0, i.e. the background only hypothesis. As a result, there is a lack of sensitivity to639

a signal measurement at those mass hypotheses.640

In such cases, a 50% power-constrained upper limit on the signal is set [3]. At each mass641

hypothesis, a distribution of signal upper limits is generated from background only pseudo-data642

sets and the median (50% quantile) upper limit is calculated, µmedian. The upper limit in that643

region is then set to the larger of either the unconstrained limit or the median limit644

µpc = max(µup, µmedian). (30)

The power constrained limits are shown in green in Figure 42.645
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Figure 42: Unconstrained, median and power constrained upper limits on the signal yield at each
mass hypothesis. The power constrained limits are what is used to set a final limit on the A′

coupling strength.
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9 Physics Results646

As previously discussed, the kinematic similarities between heavy photons and radiative trident647

production allows their cross sections to be related within a mass window, δm, near mA′ as648

dσ(e−Z → e−A′Z(A′ → e+e−))

dσ(e−Z → e−γ∗Z(γ∗ → e+e−))
=

(
3πε2

2Neffα

)(
mA′

δmA′

)
(31)

where Neff is the number of available decay channels. For the A′ masses considered in this649

analysis, Neff = 1. Using Equation 31, the upper limit on the signal, Sup, can be related to an650

upper limit on the A′ coupling strength as651

ε2 =

(
Sup/mA′

f∆B/∆m

)(
2Neffα

3π

)
(32)

where ∆B/∆m is the number of background events per MeV and f = 8.5% is the radiative652

fraction. Estimating the number of background events per MeV is done by integrating the e+e−653

invariant mass spectrum within a 2.56σm window constructed around the A′ mass hypothesis.654

The resulting number of events are then divided by the size of the window. The resulting number655

of background events per MeV at each mass hypothesis are shown in Figure 43.656

The limits on the coupling derived using Equation 32 and using the full 2015 HPS engineering657

run dataset are shown Figure 44. Using the full 0.5 mm dataset, HPS is able to set a limit at658

the level of 10−5.659
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Figure 43: The number of background events per MeV at each mass hypothesis. The value at
each mass is used as an input in calculating the coupling associated with a signal upper limit.
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Figure 44: The 2σ upper limits obtained using the full 0.5 mm engineering run dataset (1.7 PAC
days). A limit at the level of 10−5 is set. The estimated reach assuming 4 PAC weeks of running
at 1.1 (orange), 2.2 (yellow) and 4.4 (green) GeV are also shown.
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10 Conclusion660

A resonance search for a heavy photon with a mass ranging between 19 MeV and 85 MeV and661

decaying to an e+e− pair was performed using the 0.5 mm 2015 HPS engineering run dataset662

(1165.7 nb−1, 7.28 mC). A search for a bump in the e+e− invariant mass spectrum that would663

arise from the decay of the heavy photon to an e+e− pair was found to yield no significant excess.664

Since no significant signal was observed, 2σ upper limits on the square of the coupling were set665

at the level of 10−5. This result is a factor of 1.5 worse than was projected at the time of the666

proposal. The difference is essentially all due to not properly including the electron hole of the667

ECal in the acceptance calculations. The future projections shown in Figure 44 account for this668

effect and are consistent with this result. The experiment is in agreement with limits established669

earlier by other experiments. This result, based on just 1.7 days of running, will be improved670

significantly with future running, as indicated in Figure 44.671
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