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New extraction of the nucleon charge radius based on its Dirac-flavor-dependent form factors
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In this work, we present new extractions of the proton 〈rp〉 and neutron 〈r2
n 〉 root-mean-square charge radius

using the Dirac flavor-separated up- and down-quark F (u,d )
1 (Q2) form factors data covering the range 0.0155 <

Q2 < 4.250 GeV2 from I. A. Qattan and J. Arrington [Phys. Rev. C 86, 065210 (2012)] and I. A. Qattan,
J. Arrington, and A. Alsaad [Phys. Rev. C 91, 065203 (2015)]. The charge radius values are calculated using
the two-dimensional (2D) transverse quark charge distributions based on the slopes of F (u,d )

1 (Q2) at Q2 = 0
through model-independent relations. As the charge radius is extracted in the limit Q2 → 0 with focus mainly on
low-Q2 data points, we limit our extraction up to Q2 = 1.0 GeV2, and investigate the impact of fitting procedure,
data fitting range, and convergence of the fitted functions used on the stability and precision of the extracted
charge radius. In addition, we investigate any model dependence of the fits that might be associated with the
inclusion of high-Q2 data points by extending the fitting range up to Q2 = 4.25 GeV2. For the proton, we
find 〈rp〉 = 0.848 ± 0.002(stat.) ± 0.003(sys.) fm, which is in excellent agreement with the ultra-high precise
muonic hydrogen μH Lamb shift results and PRad I Collaboration measurements, but in disagreement with the
Mainz Collaboration extractions and the Particle Data Book (CODATA 2010–2014) results. For the neutron, we
find 〈r2

n 〉 = −0.089 ± 0.002(stat.) ± 0.002(sys.) fm2, which is ≈23.6% below the value obtained by the recent
precise measurements of the neutron Gn

E (Q2) form factor at low-Q2 utilizing the connection between the N → �

quadrupole transitions and Gn
E (Q2), and ≈29.4% below the new adjusted 〈r2

n 〉 world data value.

DOI: 10.1103/PhysRevC.109.065201

I. INTRODUCTION

The elastic nucleon (proton and neutron) electromagnetic
form factors G(p,n)

(E ,M )(Q
2) are key ingredients to characterize

the internal structure of the nucleon, and extend our under-
standing of hadronic physics and quantum chromodynamics
(QCD). They are also key inputs to many studies and anal-
yses aimed at understanding composite particles and their
nuclear structures [1–5]. However, despite decades of efforts
spent in studying the nucleon internal structure, there are
still a number of puzzles surrounding the nucleon such as
its form factors and their ratios R(p,n) = μ(p,n)G

(p,n)
E /G(p,n)

M ,
nucleon spin, and its root-mean-square (RMS) charge radius.
The recent proton 〈rp〉 value as measured using the ultrahigh
precise muonic hydrogen μH Lamb shift measurements of
〈rp〉 = 0.84184(67) fm [6] and 〈rp〉 = 0.84087(39) fm [7] are
significantly smaller, with a discrepancy of (5–7)σ , than the
recommended values established by the Particle Data Book
(CODATA 2010–2014) of 〈rp〉 = 0.8775(51) fm, which are
compiled from ep scattering, and ordinary hydrogen spec-
troscopy measurements. For the proton, such a discrepancy
suggests that the proton is 12% smaller in volume and denser
than previously believed. That in turn led to a significant
reassessment of the methods and analyses utilized in 〈rp〉
extraction, as well as the consideration of possible physics
beyond the standard model, such as possible undetected new

*Corresponding author: issam.qattan@ku.ac.ae

particles/forces and quantum gravity, as potential solutions to
such a discrepancy. Among other possible resolutions of the
“〈rp〉 puzzle” are the prescriptions of the radiative corrections
applied to the elastic ep scattering cross section σR(ε, Q2);
missing higher-order radiative corrections to σR(ε, Q2), in
particular missing two-photon exchange (TPE) effect; missing
structures in the proton’s Gp

(E ,M )(Q
2) form factors and e+e−

proton sea; inaccurate atomic physics calculations; experi-
mental issues (either μH or ep measurements are wrong);
experiments not measuring the same 〈rp〉 quantity, or measur-
ing it in different frames; underestimated uncertainties in ep
extractions; and/or bad radius extractions, which also include
the adopted functional forms fitted and the four-momentum
transferred squared Q2 range of data used in many several
previous analyses and fitting procedures. See Refs. [8–26] and
references therein for details.

In addition, the experimentally reported proton’s form
factors ratio Rp as measured using the Rosenbluth sep-
aration method [27] and the high-Q2 recoil polarization
method [28–30], in the one-photon-exchange (OPE) or Born-
approximation, differs almost by a factor of 3 at high Q2

[31–33]. Such a discrepancy has also suggested a systematic
difference between the two techniques, and was attributed
to missing TPE corrections to σR, which were thoroughly
studied theoretically [34–79], phenomenologically [80–107],
and experimentally [108–112] in the last few years. See
Refs. [113–115] for detailed reviews. However, many ex-
tractions of the proton charge and magnetic radius based on
ep scattering measurements have relied on calculating the
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radius based on the Gp
(E ,M ) Q2 slope at Q2 = 0, which re-

quires the use of TPE corrected Gp
(E ,M ) form factors, which

many extractions did not incorporate [116–122]. Moreover,
the data Q2 range and choice of the adopted functional forms
fitted used in 〈rp〉 extractions, and the quantification of the
statistical and systematic uncertainties, constitute big chal-
lenges, which in turn led to a significant reassessment and
reevaluation of the methods and analyses utilized in 〈rp〉
extraction.

Experimentally, different ep scattering experiments were
carried out to precisely extract the charge radius of the
proton. See Refs. [123,124] and references therein for de-
tails. Recently, Xiong et al. (PRad I Collaboration) [125]
performed high-precision ep elastic scattering measurements
to extract Gp

E in the range (2×10−4)–0.06 GeV2, and then
fitted Gp

E to a rational function of order (1,1) with two nor-
malization parameters n1 and n2, which correspond to the
two separate beam energy values used: Gp

E (Q2) = n1(1 +
p1Q2)/(1 + p2Q2) and n2(1 + p1Q2)/(1 + p2Q2). They re-
ported 〈rp〉 = 0.831 ± 0.007(stat.) ± 0.012(sys.) fm, which is
consistent with the muonic Lamb shift results, but smaller
than previous ep measurements. High-precision measure-
ments of the recoil-polarization ratio Rp = μpGp

E/Gp
M in the

range of 0.30 < Q2 < 0.7 GeV2 were performed by Zhan
et al. [126]. They combined their extracted Rp and other
few Rp world data to perform a new global fit of the pro-
ton’s form factors in order to extract the charge radius.
They obtained 〈rp〉 = 0.875 ± 0.010 fm. Two Mainz experi-
ments were performed to extract the proton’s charge radius:
Bernauer et al. (Mainz A1 2010 Collaboration) [122] car-
ried out unpolarized ep measurements in the range 0.004 �
Q2 � 1.0 GeV2. The cross sections were fitted to several
Padé and spline functional forms, and the Gp

(E ,M ) form factors
were extracted up to Q2 = 1.0 GeV2. They quoted 〈rp〉 =
0.879(5)(stat.)(4)(sys.)(2)(model)(4)(group) fm. Mihovilovic
et al. [127] performed a new Mainz experiment using the
initial-state-radiation technique (Mainz ISR experiment) to
measure ep elastic scattering cross sections in the range
0.001 � Q2 � 0.004 GeV2. They reported 〈rp〉 = 0.870 ±
0.014(stat.) ± 0.024(sys.) ± 0.003(model).

There are also many dedicated theoretical and phe-
nomenological studies aimed at calculating and extracting
the nucleon charge radius. Lorenz et al. [128] used a disper-
sive approach to reanalyze the Mainz 2010 data, where they
included both the proton’s and neutron’s world data. They
obtained 〈rp〉 = 0.84 ± 0.01. In later analysis, Lorenz et al.
[43] applied TPE correction and some physical constraints
to the Mainz data, and used an improved dispersive ap-
proach with improved spectral functions and obtained 〈rp〉 =
0.840(0.828–0.855) fm with 3σ uncertainties. Lee et al.
[129] performed a new global analysis of ep elastic scatter-
ing world data including the Mainz 2010 data, where they
applied model-independent constraints based on the form fac-
tors analyticity. They obtained 〈rp〉 = 0.895(20)/0.916(24)
fm with the inclusion/exclusion of the Mainz 2010 data. Hill
et al. [130] performed model-independent conformal map-
ping in terms of z(t, tcut, to), where t = Q2, tcut = 4m2

p (mp =
pion physical mass). The Gp

E form factor was expanded as a

function of z, suppressing higher-order terms in z, and fitted to
ep scattering datasets, yielding 〈rp〉 = 0.870 ± 0.023(stat.) ±
0.012(sys.). Lin et al. [131] used an improved dispersive
approach with an improved two-pion continuum, Roy-Steiner
analysis of pion-nucleon scattering, and obtained 〈rp〉 =
0.838 ± 0.005 ± 0.004 fm. Horbatsch and Hessels [132] re-
analyzed the Mainz 2010 data using a dipole functional form
and a linear fit to a conformal-mapping variable. They re-
ported 〈rp〉 values ranging 0.84–0.89 fm. Horbatsch et al.
[133] included higher moments fixed to values obtained from
chiral perturbation theory, and obtained 〈rp〉 = 0.855(11) fm.
Griffioen et al. [134] reanalyzed the Mainz 2010 data using a
continued fractional function to map Gp

E with the assumption
that Gp

E is monotonically falling and inflectionless function.
They reported 〈rp〉 = 0.840(16) fm. In a new analysis, Ar-
rington and Sick [135] performed a new global analysis and
obtained 〈rp〉 = 0.879(11) fm. Sick [118] performed detailed
analysis aimed at reducing the model dependence related to
extrapolation and its impact on the slope dGp

E/dQ2|Q2→0. Dif-
ferent form factors parametrizations for data obtained before
2010 were used, and a value of 〈rp〉 = 0.887(12) fm was
reported. Cui et al. [136] extracted 〈rp〉 using the PRad I
and the Mainz 2010 data. They used a statistical sampling
approach based on the Schlessinger point method. They re-
ported 〈rp〉 = 0.838 ± 0.005(stat.) (0.856 ± 0.014(stat.)) fm
when using the PRad I (Mainz 2010) data, and including only
data up to Q2 = 0.014 GeV2. Combining these two values,
they reported rE = 0.847 ± 0.008(stat.) fm. Alarcon et al.
[137] combined chiral effective field theory and a disper-
sion analysis approach, and reported 〈rp〉 = 0.844(7) fm. In
another analysis, Alarcon et al. [138] used the above men-
tioned analysis and the Mainz 2010 data, and reported 〈rp〉 =
0.842 ± 0.002(fit) ± 0.010(theory) and no change on the 〈rp〉
value when the PRad I data were included. Kraus et al. [139]
reported that using truncated polynomials to fit Gp

E would give
too small values for 〈rp〉. Atac et al. [140] performed global
analysis of the Dirac F (u,d )

1 form factors data to extract the
proton 〈rp〉 and neutron 〈r2

n〉 charge radius. Assuming isospin
symmetry, flavor separation of the Dirac F (u,d )

1 form factors up
to Q2 = 1.0 GeV2 was performed, and the 2D up- and down-
quark RMS transverse radius was calculated based on fits to

F (u,d )
1 using 〈b2

(u,d )〉 = [−4/F (u,d )
1 (0)]dF (u,d )(Q2)/dQ2|Q2→0.

They reported 〈rp〉 = 0.852 ± 0.002(stat.) ± 0.009(sys.) fm,
and neutron 〈r2

n〉 = −0.122 ± 0.004(stat.) ± 0.010(sys.) fm2.
However, when they exclude the the PRad I data, they still
obtain a value of 〈rp〉 = 0.857(13) fm. Shintani et al. [141]
calculated the nucleon G(p,n)

(E ,M ) form factors without the discon-
nected diagram on a (10.8 fm)4 lattice at the physical point in
2 + 1 flavor QCD (LQCD), which were used to calculate the
nucleon charge radius. For the proton, they obtained a value of
〈rp〉 = 0.858(13)(35) fm, which is amid experimental values,
but for the neutron they obtained 〈r2

n〉 = −0.047(20)(18) fm2,
which is far from the experimental values as a result of not
including the disconnected diagram. Vaziri and Shojaei [142]
calculated the nucleon charge radius based on different mod-
ified generalized parton distributions (GPDs) functions of the
extended Regge and modified Gaussian ansatz models. For
the proton, they obtained 〈rp〉 values ranging from 0.857 to
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0.942 fm, and for the neutron their 〈r2
n〉 ranged from −0.1004

to −0.1559 fm2.
The neutron also suffers similar discrepancy. Unlike the

proton, there is no atomic method possible to extract 〈r2
n〉,

and therefore 〈r2
n〉 extraction is more difficult and challeng-

ing. In addition, the absence of a free neutron target severely
limits the electron scattering method, and all 〈r2

n〉 extractions
have been limited and based on neutron-electron scattering
length measurements, where low-energy neutrons are scat-
tered by electrons bound in diamagnetic atoms. The compiled
measurements listed in the Particle Data Group (PDG) show
discrepancies, with 〈r2

n〉 taking on values ranging from 〈r2
n〉 =

−0.114 ± 0.003 fm2 to 〈r2
n〉 = −0.134 ± 0.009 fm2. There

are many speculations on the possible sources of such a
discrepancy, which is unsolved to date. They include the ef-
fect of electrical polarizability and resonance corrections. See
Refs. [140,143] and references therein for details. In addition
to the experimental issues discussed above, many phenomeno-
logical 〈r2

n〉 extractions were performed by calculating the
slope of Gn

E at Q2 = 0, or by constructing the up- and down-
quark flavor-dependent Dirac and Pauli F (u,d )

(1,2) form factors
[140], which requires reliable parametrizations of the nucleon
G(p,n)

(E ,M ) and F (u,d )
1 form factors.

II. EXTRACTION OF THE NUCLEON CHARGE RADIUS

Many of the phenomenological and theoretical nucleon
charge radius extractions and calculations discussed above
have relied on calculating the nucleon charge radius based
on the slopes of G(p,n)

E at Q2 = 0 assuming that the nucleons
have three-dimensional (3D) charge distributions, which is
problematic and not a well defined concept as the size of
the nucleon is larger than its Compton wavelength, making
it impossible to well localize the center-of-mass in three
spatial dimensions [144–146]. In addition, many extractions
and calculations have used either uncorrected TPE proton’s
form factors or incorporated TPE prescriptions that are driven
mainly by the many assumptions and constraints applied, or
used complex and empirical TPE functional forms. Relevant
to radius extraction, TPE corrections have a significant im-
pact even at low Q2 and in particular at low ε, where the
correction decreases with increasing Q2 for ε > 0.4, and for
ε < 0.3 the correction increases first and then decreases,
reaching a fractional correction to the cross section of ≈2%,
which will impact both form factors and radius extraction.
See Refs. [129,147] and references therein for details. In
addition, several studies have suggested that TPE corrections
to the proton charge radius themselves have a correction due
to the proton charge radius [8,49,121,148–150]. While these
corrections are not large enough to explain the proton charge
radius discrepancy, they are still important and too large to be
neglected. Inclusion of these corrections reduces the proton
charge radius measured by Mainz [122] by ≈0.8% for the
lowest beam energy of 180 MeV and taking the Q2 → 0 limit.
At large Q2 values, the reduced cross section σR is dominated
by the magnetic form factor Gp

M (Q2), and the TPE correc-
tions are most significant at small ε and can reach ≈ −6%
at Q2 = 6.0 GeV2 [115]. However, as the charge radius is

extracted in the limit Q2 → 0, all previous extractions focused
mainly on the low-Q2 range, limiting the extraction up to
Q2 = 1.0 GeV2 as data taken at Q2 > 1.0 GeV2 are rather
insensitive to radius extraction. Therefore, it would be difficult
at this point to quantify the impact of TPE corrections on the
radius extraction when large-Q2 data are included. Moreover,
and relevant to this work, the recent nucleon charge radius
extractions by Atac et al. [140] used F (u,d )

1 data and a fitting
range up to Q2 = 1.0 GeV2. In their analysis, mixed low-Q2

proton’s Gp
E data from unpolarized elastic ep σR and polarized

Rp measurements combined with Rn data from polarization
measurements were used to construct the ratio F (p,n)

2 /F (p,n)
1 =

(1 − R(p,n)/μ(p,n) )/(τ + R(p,n)/μ(p,n) ), and then used it to ex-
tract the Dirac F (u,d )

1 form factors using F u
1 = 2F p

1 + F n
1 and

F d
1 = 2F n

1 + F p
1 . For both the the proton and neutron, world

data come from different measurements and do not match in
Q2. Therefore, for each of the proton and neutron, world data
are analyzed using a parametrization for its isospin partner
counterpart. Different Sachs form factors parametrizations in-
cluding those from Ref. [151] and updated parametrizations
of the most recent Sachs form factors world data using the
functional forms adapted in Ref. [116] were utilized in order
to extract the flavor-dependent F (u,d )

1 form factors at a com-
mon Q2 value. However, it is not clear whether or not their
updated parametrizations have used TPE corrected proton’s
form factors. For the neutron Gn

E form factor, two parametriza-
tions were adapted: (1) the functional form of Galster [152]
Gn

E (Q2) = (1 + Q2/A)−2Bτ/(1 + Cτ ) with three free param-
eters A, B, and C, without constraining A to �2 = 0.71 GeV2

as in Galster’s case, and (2) the sum of two dipoles Gn
E (Q2) =

[A(1 + Q2/B)−2 − A(1 + Q2/C)−2] with three fitting param-
eters A, B, and C.

The extracted Dirac F (u,d )
1 form factors were fitted glob-

ally up to Q2 = 1.0 GeV2 to several different functional
forms including rational, polynomials, polynomial×dipole,
and polynomial+dipole of different orders, and used to extract
the 2D up- and down-quark RMS transverse radii 〈b2

(u,d )〉
needed for radius extractions. Unlike unpolarized ep σR

measurements, polarized Rp data are insensitive to TPE cor-
rections [108], and therefore using mixed proton’s Gp

E data
will impact both F (u,d )

1 form factors [93,95,153] and conse-
quently the nucleon charge radius value, as TPE corrections
to σR at low-Q2 values, although they are expected to be
small, still need to be applied. In addition, the low-Q2 Gp

E data
from Mainz 2010 [122] and PRad I [125] used in the analysis
were not corrected for TPE corrections, and suffer system-
atic differences due to normalizations uncertainties, yielding
different Gp

E values in the overlapping region [122,125,154].
However, Coulomb corrections based on the prescription of
Tsai [155] were only applied to the Mainz 2010 data.

Rational functions of Q2 with different orders have been
used widely [104,116,124,125,140,156], and shown to be ef-
fective in predicting the Q2 dependence of the nucleon G(p,n)

(E ,M )

form factors over a wide range of Q2 with a proper behavior
for both Q2 → 0 and Q2 → ∞. At low-Q2 a power series with
even powers of Q is desirable, and at high-Q2 dimensional
scaling rules require that the degree of the denominator is
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FIG. 1. The F u
1 (solid black circle) and F d

1 (open magenta trian-
gle) Dirac form factors as extracted from Refs. [93,95]. See text for
details.

larger than that of the numerator to ensure that Gp
E ,M ∝ Q−4

for large Q2 [116]. In the work of Atac et al. [140], rational
functions of order (n, m) = (1, 1), (2,1), (4,3), (5,4), and (6,5)
were used to fit F (u,d )

1 (Q2) up to Q2 = 1.0 GeV2, in addition
to other functional forms as discussed before. However, the
rational functional forms used suggest that F (u,d )

1 (Q2) ∝ Q2

for the most part, with the power of the numerator is always
higher than that of the denominator. While all the fitted func-
tional forms used seem to fit the data in the low-Q2 data range
considered, most of these functional forms will not capture
and predict the Q2 dependence of the F (u,d )

1 form factors over
the entire Q2 range of data.

Below we discuss the procedure used to extract the nu-
cleon charge radius. Assuming isospin and charge symmetry
and neglecting the strange quarks’ contributions, we use the
Dirac flavor-separated up- and down-quark F (u,d )

1 (Q2) form
factors data as extracted in Refs. [93,95] covering the range of
0.0155 < Q2 < 4.250 GeV2 and shown in Fig. 1. In our anal-
ysis, we only include the low-Q2 data from Mainz 2010 [122]
but not the PRad I [125] data to avoid dealing with any sys-
tematic differences due to normalizations uncertainties, which
yield different Gp

E values in the overlapping Q2 region. In the
analysis of Refs. [93,95], world data on ep elastic scattering
reduced cross sections σR covering the range of 0.0155 �
Q2 � 4.250 GeV2 were fitted to the TPE parametrization of
Borisyuk and Kobushkin (BK) [86] in order to extract the
proton’s true Gp

(E ,M )(Q
2) form factors and the TPE parameter

a(Q2). In the BK parametrization, σR is expressed as

σR = G2
M

[
1 + ε

τ
R2 + 2a(Q2)(1 − ε)

]
, (1)

where the TPE contribution to σR is defined as F (ε, Q2) =
2a(Q2)G2

M (1 − ε), and the TPE parameter a(Q2) is a func-
tion of Q2. The proton’s form factors ratio R = Rp/μp =
Gp

E/Gp
M was constrained to its value as given by a new

and improved parametrization: Rp(Q2) = [1/1 + 0.1430Q2 −
0.0086Q4 + 0.0072Q6], along with its associated uncer-
tainty δ2

Rp
(Q2) = {(0.006)2 + [0.015 ln(1 + Q2)]2}, with Q2

in GeV2. At each Q2 value, the proton’s magnetic Gp
M (Q2)

form factor and the TPE parameter a(Q2) were extracted as
the parameters of the fit. The proton’s Gp

E form factor was then
determined using Gp

E = RGp
M . For the neutron, an updated

parametrization to Gn
M (Q2) world data, including the CLAS

high-Q2 data [157] up to Q2 = 8.0 GeV2, using the functional
form as Kelly’s [116], but with a modified parameters a1 =
5.857, b1 = 18.74, b2 = 54.07, and b3 = 177.73, was used.
The uncertainty on Gn

M was taken to be the same as in the
original Kelly fit, using the full error correlation matrix, with
an error band fairly consistent with the experimental uncer-
tainties with the CLAS [157] data included. For Gn

E extraction,
the fit to Rn = μnGn

E/Gn
M from Riordan et al. [158] and the

new Gn
M parametrization were used. The uncertainties on Gn

E
were determined using the full error correlation for Rn and
Gn

M , which yielded uncertainties on Gn
E significantly smaller

than the uncertainties on the individual measurements as a
result of the simple functional form of the Rn parametrization.
To account for this, the uncertainty on Gn

E was scaled up by
a factor of 2 to provide more realistic uncertainties on the
flavor-separated results. The Dirac nucleon F (p,n)

1 (Q2) form
factors were first extracted using

F (p,n)
1 = G(p,n)

E + τ(p,n)G
(p,n)
M

1 + τ(p,n)
, (2)

and then used to extract the Dirac flavor-separated F (u,d )
1 (Q2)

form factors [159,160] using

F u
1 = (

2F p
1 + F n

1

)
, F d

1 = (
F p

1 + 2F n
1

)
, (3)

where τ(p,n) = Q2/4M2
(p,n). In our analysis, the Dirac

F (u,d )
1 (Q2) form factors were first fitted globally and then

separately to rational functional forms of different orders
(n, m) and fitting parameters using F (u,d )

1 (Q2) = [a(u,d )
0 +∑n

i=1 a(u,d )
i Q2i]/[1 + ∑m

j=1 b(u,d )
j Q2 j] covering the full range

of 0.0155 � Q2 � 4.250 GeV2. During the fitting process, we
used the same functional form and order for F (u,d )

1 (Q2), and
constrained F (u,d )

1 (0) = a(u,d )
0 to 2.0 (1.0), respectively. For

the global fitting, F (u,d )
1 share the same fitting parameters,

and the following rational functional forms were used: (n =
1, m = 1), (n = 1, m = 2), (n = 1, m = 3), and (n = 1,

m = 4). These functions are labeled as R2, R3, R4, and R5,
and correspond to two, three, four, and five fitting parame-
ters, respectively. For the separate fittings, the same rational
functional forms were used to fit F (u,d )

1 separately. These
functions are labeled as (R2×R2), (R3×R3), (R4×R4), and
(R5×R5), and correspond to two, three, four, and five fitting
parameters for each form factor. Again, F (u,d )

1 (0) or a(u,d )
0

were constrained to 2.0 (1.0) for F u
1 (F d

1 ). As the charge
radius is extracted in the limit Q2 → 0, where all previous
extractions have focused mainly on low-Q2 data range lim-
iting the extraction up to Q2 = 1.0 GeV2, we will follow
the same procedure outlined in Refs. [122,140] and per-
form the radius extraction within a finite and extended Q2

range limiting the extraction up to Q2 = 1.0 GeV2 to avoid
any sensitivity to all nucleon form factors as Q2 increases.
However, we still investigate any model dependence of the
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fits that might be associated with the inclusion of high-
Q2 data points by extending the fitting range above Q2 =
1.0 GeV2 up to Q2 = 4.25 GeV2. Therefore, the extracted
charge radius based on both the limited and extended Q2

ranges will be shown for comparison. For each functional
form, we repeated the fitting procedure by varying/reducing
the upper-cutoff Q2 value, Q2

i = Q2
cutoff, of the fitting

range Ai in a descending order as Ai = [0.0155, Q2
i ] GeV2

(i = 1, . . . , 7) and Q2
i = 4.25, 2.50, 1.00, 0.75, 0.50, 0.25, and

0.10 GeV2, respectively, in order to investigate the impact
of inclusion of high-Q2 data, fitting procedure, data fitting
range, and convergence of the fitted functions on the stability
and precision of the extracted charge radius. For exam-
ple, A1 = [0.0155, 4.25] GeV2, A2 = [0.0155, 2.50] GeV2,
. . . , A7 = [0.0155, 0.10] GeV2. For each functional form
and fitting range, the transverse mean-square radii of the
two-dimensional (2D) transverse quark charge distributions
〈b2

(u,d )〉 were calculated based on the slopes of F (u,d )
1 (Q2) at

Q2 = 0 [123,144–146] using

〈
b2

(u,d )

〉 = −4

F (u,d )
1 (0)

dF (u,d )(Q2)

dQ2

∣∣∣∣
Q2→0

, (4)

and then used to extract the charge radius through the model-
independent relations defined for the proton as

〈
r2

p

〉 = 2
〈
b2

u

〉 − 1

2

〈
b2

d

〉 + 3κN

2M2
N

, (5)

and for the neutron as
〈
r2

n

〉 = 〈
b2

d

〉 − 〈
b2

u

〉 + 3κN

2M2
N

, (6)

where κN and MN are the anomalous magnetic moment and
mass of the nucleon, respectively. In our analysis, we set κp

(κn) and Mp (Mn) to 1.792847 (−1.913042) and 0.938272
(0.939565) GeV for the proton (neutron), respectively. For
“each” rational fitted function, the charge radius values 〈rp〉
and 〈r2

n〉 were extracted by combining the results of the seven
or five different fitting ranges (A1–A7) or (A3–A7). We follow
the same procedure of Refs. [122,140], where for “each”
functional form fitted, the final 〈rp〉 (〈r2

n〉) value was taken
as the weighted-average value, weighted by the statistical
uncertainty σi (weight = wi = 1/σ 2

i ) on each 〈rp〉 (〈r2
n〉) value

obtained for each of the seven or five different fitting ranges
(A1–A7) or (A3–A7). The systematic uncertainty on the final
〈rp〉 (〈r2

n〉) value for “each” of the functional forms used was
determined by calculating the weighted variance of the seven
or five fitting ranges (A1–A7) or (A3–A7) results. The final
combined 〈rp〉 (〈r2

n〉) value is taken as the weighted-average
of all functional forms final results, weighted by the to-
tal uncertainty (statistical+systematic uncertainties added in
quadrature), and with a systematic uncertainty as the weighted
variance.

III. RESULTS AND DISCUSSION

In this section, we present the results obtained for the
proton 〈rp〉 and neutron 〈r2

n〉 charge radius based on both the
global and separate fitting approaches using the four different

A1 A2 A3 A4 A5 A6 A7
0
1
2
3
4
5
6
7
8
9

R
ed
uc
ed

Global Fitting

χ2

R2

R3

R4

R5

FIG. 2. The obtained reduced χ 2 (χ 2
ν ) value for the fitted func-

tions (R2–R5) over the fitting ranges (A1–A7) based on the global
fitting approach. The solid lines through the data points are guides
to the eye.

rational functional forms discussed above over the (A1–A7)
and (A3–A7) fitting ranges. In addition, we investigate any
model dependence of the fits that might be associated with
extending the data range above Q2 = 1.0 GeV2 by truncating
Q2

cutoff at 1.0 GeV2, and including only the results of the
five (A3–A7) fitting ranges to calculate the final and final
combined 〈rp〉 and 〈r2

n〉 values. Figure 2 shows the obtained
reduced-χ2 (χ2

ν ) value of the fit for each function fitted over
the fitting ranges (A1–A7). The χ2

ν value for each fitted func-
tion decreased with decreasing Q2

cutoff value, or fitting range,
taking on values of χ2

ν > 3.0 for the A1 fitting range and
down to χ2

ν = 0.1 for the A7 fitting range. The best fits are
achieved when the fitting ranges are limited to (A3–A7) with
0.1 � χ2

ν � 1.2. Figure 3 shows the global fitting results
for the different fitted functions used and for all (A1–A7)
fitting ranges. Both 〈rp〉 and 〈r2

n〉 values obtained using all
fitted functions over the A1 and A2 fitting ranges show a
clear trend away from those obtained over the (A3–A7) fitting
ranges, where the charge radius values reach high stability.
All fitted functions yield high statistical precision over the
(A1–A7) fitting ranges, where the statistical uncertainty tends
to increase with decreasing Q2

cutoff value. For each function,
the final 〈rp〉 (〈r2

n〉) value, taken as the weighted average of
the (A1–A7) and (A3–A7) fitting ranges results, is also shown
with the inner (outer) error bars indicating the statistical (total)
uncertainty on the final charge radius. The higher 〈rp〉 (〈r2

n〉)
value obtained over both the A1 and A2 fitting ranges seems
to be highly correlated with the number of fitting parame-
ters used in each fitting function, which in turn affects the
χ2

ν value obtained. Functions with fewer fitting parameters
seem to yield larger 〈rp〉 (〈r2

n〉) and χ2
ν values over the A1

and A2 fitting ranges, suggesting an underfitting of the data
in these two fitting ranges. On the other hand, the small χ2

ν

values obtained for the low-Q2 fitting ranges suggest that
the fitted functions are possibly overfitting the data as ratio-
nal functions and in particular those of higher order provide
rather too much flexibility to adequately fit the data in the
low-Q2 range.
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FIG. 3. The proton 〈rp〉 (top: solid black circle) and neutron 〈r2
n 〉 (bottom: solid black diamond) charge radius as extracted based on the

global fitting approach utilizing the different fitted functions for the (A1–A7) fitting range. For each fitted function, the final extracted nucleon
charge radius for the (A1–A7) (solid dark green diamond) and (A3–A7) (solid red square) fitting ranges is also shown. The inner (outer) error
bars indicate the statistical (total) uncertainty. See text for details.

Figure 4 shows the separate fitting results. Again, all fitted
functions, with the exception of the R2×R2 fitted function,
which yields lower 〈r2

n〉 values over the A1 and A2 fitting
ranges, yield high stability in their results for both 〈rp〉 and
〈r2

n〉 over the (A1–A7) fitting ranges, but with relatively larger
statistical uncertainties compared to those obtained using the
global fitting approach. Note that the R5×R5 fitted function
yields unphysical and large 〈r2

n〉 and statistical uncertainty
over the A1 fitting range, and so will not be shown in Fig. 4.
However, we did not exclude this value when calculating the
final and final combined 〈r2

n〉 values over the (A1–A7) fitting
range. A similar trend for χ2

ν was also observed when each of
F (u,d )

1 form factors was fitted separately, and the best fits were
also achieved when the fitting ranges were limited to (A3–A7).
The final 〈rp〉 (〈r2

n〉) value is also shown for each fitted func-
tion. Figures 5 and 6 show the final and final combined proton
and neutron charge radius values as extracted based on both
fitting approaches utilizing the different fitted functions and
for both the (A1–A7) and (A3–A7) fitting ranges. The final com-
bined charge radius values are also listed in Table I. The global
fitting approach clearly provides higher stability and precision
for the final and final combined proton and neutron charge

radius values compared to those obtained using the separate
fitting approach, and when the fitting ranges are limited to
(A3–A7). For the proton, inclusion of the A1 and A2 fitting
ranges, based on the global (separate) fitting results, decreases
the final combined charge radius by ≈0.24% (≈0.35%) but
increases both the statistical and systematic uncertainties.
On the other hand, this is not the case for the the neutron,
as the final combined charge radius is highly sensitive to both
the fitting procedure and fitting range. Inclusion of the A1

and A2 fitting ranges increases the neutron final combined
charge radius by ≈11.24% (≈9.68%) based on the global
(separate) fitting results, and increases the statistical uncer-
tainty in the case of the global fitting. In addition, changing
the fitting procedure from global to separate but keeping the
same fitting range decreases the proton final combined charge
radius by ≈0.24% and ≈0.12% for the (A1–A7) and (A3–A7)
fitting ranges, respectively. On the other hand, for the neutron,
increases in the final combined charge radius by ≈3.00% and
≈5.00% are seen for the (A1–A7) and (A3–A7) fitting ranges,
respectively. The reduction in 〈r2

n〉 value and based on both
fitting procedures and for all fitted functions used is attributed
to the fact that the difference (〈b2

d〉 − 〈b2
u〉) in Eq. (6) is always
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FIG. 4. The proton 〈rp〉 (top: solid black circle) and neutron 〈r2
n 〉 (bottom: solid black diamond) charge radius as extracted based on the

separate fitting approach utilizing the different fitted functions for the (A1–A7) fitting range. For each fitted function, the final extracted nucleon
charge radius for the (A1–A7) (solid dark green diamond) and (A3–A7) (solid red square) fitting ranges are also shown. The inner (outer) error
bars indicate the statistical (total) uncertainty. See text for details.
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FIG. 5. The final proton 〈rp〉 (top) and neutron 〈r2
n 〉 (bottom)

charge radius as extracted based on the global fitting approach uti-
lizing the different fitted functions for the (A1–A7) (solid dark green
triangle) and (A3–A7) (solid red square) fitting ranges. The final
combined values are shown by open black diamonds and open black
squares for the (A1–A7) and (A3–A7) fitting ranges, respectively. The
inner (outer) error bars indicate the statistical (total) uncertainty. See
text for details.
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FIG. 6. The final proton 〈rp〉 (top) and neutron 〈r2
n 〉 (bottom)

charge radius as extracted based on the separate fitting approach
utilizing the different fitted functions for the (A1–A7) (solid dark
green triangle) and (A3–A7) (solid red square) fitting ranges. The final
combined values are shown by open black diamonds and open black
squares for the (A1–A7) and (A3–A7) fitting ranges, respectively. The
inner (outer) error bars indicate the statistical (total) uncertainty. See
text for details.
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TABLE I. The final combined proton 〈rp〉 and neutron 〈r2
n 〉 charge radii based on both the global and separate fits results.

Fit type Fitting range 〈rp〉 fm 〈r2
n 〉 fm2

Global fit (A1–A7) 0.846 ± 0.003(stat.) ± 0.006(sys.) −0.099 ± 0.004(stat.) ± 0.002(sys.)
Global fit (A3–A7) 0.848 ± 0.002(stat.) ± 0.003(sys.) −0.089 ± 0.002(stat.) ± 0.002(sys.)

Separate fit (A1–A7) 0.844 ± 0.002(stat.) ± 0.003(sys.) −0.102 ± 0.004(stat.) ± 0.004(sys.)
Separate fit (A3–A7) 0.847 ± 0.003(stat.) ± 0.003(sys.) −0.093 ± 0.004(stat.) ± 0.002(sys.)

positive and increases with decreasing Q2. Therefore, consid-
ering the impact of inclusion of high-Q2 data, fitting procedure
and fitting range, convergence of the fitted functions and χ2

ν

values obtained, and stability and precision of the final and
final combined extracted charge radius values, we take the
final combined 〈rp〉 and 〈r2

n〉 values obtained based on the
global fitting approach over the (A3–A7) fitting ranges as our
final values for the nucleon charge radius.

Recently, Zhou et al. [154] carried out a complete reanal-
ysis of the Mainz 2010 34 data sets of ep elastic scattering
cross sections data with their 31 unconstrained normalization
parameters up to Q2 = 0.50 GeV2 in order to understand the
discrepancy on the Gp

E data extracted by the Mainz 2010
and PRad I Collaborations, as both experiments have an
overlapping Q2 range above Q2 = 0.0038 GeV2. They have
concluded that the choice of their fitting function, rational
(1,1), can shift the floating normalization factor, and signif-
icantly shift the extracted form factors, bringing the Mainz
2010 Gp

E form factor into agreement with the PRad I Gp
E data

within uncertainties. Atac et al. [140] extracted 〈rp〉 first by
including the PRad I and Mainz 2010 Gp

E data, and obtained
〈rp〉 = 0.852 ± 0.002(stat.) ± 0.009(sys.) fm, and then by ex-
cluding the PRad I data but keeping the Mainz 2010 data,
yielding 〈rp〉 = 0.857(13) fm, which still smaller than the
value obtained by the Mainz 2010 Collaboration [122]. They
concluded that the radius extraction method followed by the
Mainz 2010 Collaboration has, most likely, underestimated
the underlying uncertainties, or failed to avoid any form of
bias during the fitting process. The F (u,d )

1 form factors data
used in this work have included the low-Q2 Mainz 2010 data,
down to Q2 = 0.0155 GeV2, but not the PRad I data, and
so the results we have obtained on 〈rp〉 following the two
fitting approaches are consistent with the results obtained by
Refs. [140,154], and in agreement with the ultrahigh precise
muonic hydrogen μH Lamb shift [6,7] and PRad I measure-
ments [125], but in disagreement with the Mainz 2010 [122]
and the CODATA values.

Recently, Atac et al. [143] experimentally extracted 〈r2
n〉

relying on extraction of Gn
E at low Q2 utilizing the con-

nection between the N → � quadrupole transitions and Gn
E ,

and obtained 〈r2
n〉 = −0.110 ± 0.008 fm2. As the PDG ex-

hibited discrepancy on 〈r2
n〉 with values ranging from 〈r2

n〉 =
−0.114 ± 0.003 fm2 to 〈r2

n〉 = −0.134 ± 0.009 fm2, they
have provided a new weighted average value of the world
data after including their new measurement and excluding
the value provided in Ref. [161], adjusting the current par-
ticle data book value to 〈r2

n〉 = −0.1152 ± 0.0017 fm2, and
improving its uncertainty by ≈23.0%. Their result is also
in agreement with 〈r2

n〉 based on the determination of the

deuteron structure radius based on chiral effective field theory
[162], which utilizes atomic data for the difference between
the deuteron and proton charge radius. Note, however, that
their 〈r2

n〉 value based on their flavor-dependent Dirac form
factors extractions [140] is ≈11.0% higher than their new
measured value. In comparison, our 〈r2

n〉 value is below the
previous extractions based on the flavor-dependent of the
Dirac F (u,d )

1 form factors [140] by ≈37%, the new precise
measurement of Ref. [143] by ≈23.6%, and the new adjusted
〈r2

n〉 world data by 29.4%.

IV. CONCLUSIONS

In conclusion, we have performed new extraction of
the proton 〈rp〉 and neutron 〈r2

n〉 charge radius utilizing
the Dirac flavor-separated up- and down-quark F (u,d )

1 (Q2)
form factors data from Refs. [93,95] covering the range
0.0155 < Q2 < 4.250 GeV2. The Dirac F (u,d )

1 (Q2) from
factors are first fitted globally and then separately to different
rational functional forms of different orders (n, m). For each
fitted functional form, the fitting procedure is repeated by
varying the upper-cutoff Q2 value in a descending order
in order to investigate the impact of inclusion of high-Q2

data, fitting procedure, data fitting range, and convergence
of the fitted functions used on the stability and precision of
the extracted charge radius. The nucleon charge radius are
calculated using the two-dimensional (2D) transverse quark
charge distributions based on the slopes of F (u,d )

1 (Q2) at
Q2 = 0 through the model-independent relations [144–146].
For the proton, our results suggest that inclusion of high-Q2

data, the A1 and A2 fitting ranges, decreases the final combined
charge radius by ≈0.24% (≈0.35%) but increases both the
statistical and systematic uncertainties based on the global
(separate) fitting results. On the other hand, for the neutron,
the final combined charge radius is highly sensitive to both
the fitting range and fitting procedure, where inclusion of
the A1 and A2 fitting ranges increases the charge radius by
≈11.24% (≈9.68%) based on the global (separate) fitting
results, but increases only the statistical uncertainty in the
case of the global fitting. We have also investigated the impact
of changing the fitting procedure from global to separate but
keeping the same fitting range, and for the proton the final
combined charge radius decreases by ≈0.24% and ≈0.12%
for the (A1–A7) and (A3–A7) fitting ranges, respectively. For
the neutron, the impact is larger, and the final combined charge
radius increases by ≈3.00% and ≈5.00% for the (A1–A7)
and (A3–A7) fitting ranges, respectively. We find that the
global fitting approach over the fitting range (A3–A7) yields

065201-8



NEW EXTRACTION OF THE NUCLEON CHARGE RADIUS … PHYSICAL REVIEW C 109, 065201 (2024)

the best charge radius with values of 〈rp〉 = 0.848 ± 0.002
(stat.) ± 0.003(sys.) and 〈r2

n〉 = −0.089 ± 0.002(stat.) ±
0.002(sys.). Our extracted 〈rp〉 value is consistent with
the results obtained by Refs. [140,154], and in excellent
agreement with ultrahigh precise muonic hydrogen μH
Lamb shift [6,7] and PRad I measurements [125], but
in disagreement with the Mainz [122] and the CODATA
results. On the other hand, our extracted 〈r2

n〉 is below the
value obtained by the previous extractions based on the

flavor-dependent Dirac form factors [140], the new precise
measurement of Ref. [143], and the new adjusted 〈r2

n〉 world
data value.
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