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The parity-violating asymmetries between a longitudiraliblarized electron beam and an unpolarized deu-
terium target have been measured recently. The measuremered two kinematic points in the deep inelastic
scattering region and five in the nucleon resonance regianpiide here details of the experimental setup,
data analysis, and results on all asymmetry measuremestisling parity-violating electron asymmetries and
those of inclusive pion production and beam-normal asymig®etThe parity-violating deep-inelastic asymme-
tries were used to extract the electron-quark weak effectuplings, and the resonance asymmetries provided
the first evidence for quark-hadron duality in electrowebkesvables. These electron asymmetries and their
interpretation were published earlier, but are presenged im more detail.

PACS numbers: 13.60.Hb, 24.85.+p, 25.30.-c
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I. PHYSICSMOTIVATION

Parity symmetry implies that the physics laws behind a systmain the same when the system undergoes a space-reversal
(parity) transformation. A simplified version of such tréarsnation, in which only one dimension is reversed, mimicsiecor
reflection, and thus parity symmetry is often called mirgansetry. Among all known interactions of nature, electrgmeitic,
strong, and gravitational forces respect parity symmétythe weak force does not, as first postulated by Lee and [a&dng
and verified experimentally in nucleg@rdecay by Wet al. [2], in 1957.

For spin-1/2 elementary particles (elementary fermiaih®) standard scheme to describe how they violate parity stnyris
to use their chirality, an abstract concept defined byythBirac matrix, the chiral operator in quantum electrodynzsnin the
ultra-relativistic limit or for massless particles, cHitpbecomes the experimentally accessible helicity: Atighe is defined to
be in a right(left)-handed helicity state, when its spin eBried by the right-hand rule is in the same (opposite) dvads its
linear momentum. Since parity transformation changesha-tignded chiral state to left-handed and vice versa,ypadtation
implies that the fermion’s weak charge must depend on thehitsll state. This feature is different from the electriaiie for
the electromagnetic interaction, the color charge for thang nuclear force, and the energy-momentum tensor feitgra

In the decade that followed the first observation of pariptation, many theories were proposed to explain this phemam.
Among them is the Glashow-Weinberg-Salam (GWS) thedry[8£Blectroweak unification. In this theory, the chargedawe
force behinds-decays only acts on left-handed spin-1/2 elementary ghesti(elementary fermions) and right-handed anti-
fermions, thus violates parity to the maximal degree. Tkethalso predicted the existence of a new, neutral wealk ftaried
by an electrically-neutral boson, ti&. Unlike thel’’* bosons that carry the charged-weak force ZHeloes interact with both
chiral states of all fermions and anti-fermions. For ndutreak interactions, the difference in the fermion’s weateraction
strengths between its left- and right-handed chiral siatéescribed by the weak axial charge while the average of the two is
called the weak vector charge . In the GWS theoryy 4 equals the particle’s weak isospli: g4 = T3 = 1/2 for up, charm,
top quarks and neutrinos, ard /2 for down, strange and bottom quarks and electronsyanid related to the particle’®; and
electric charge): gy = T3 — 2Q sin? Oy, with Ay the weak mixing angle, a parameter that describes how the@eagnetic
interaction is unified with the weak force. Antiparticlesreapposite weak isospin and electric charge, and thus d@ppos
andgy as their particle counterparts. The fact that= +1/2 for elementary fermions implies that they all have a chiyali
preference in neutral-weak interactions.

The Z° was soon observed in the 1970’s in both neutridd [6, 7] andtrle scattering experiments [, 9]. In electron
scattering, parity violation is observed by a differenae gaymmetry) in the scattering cross sections betweendett-right-
handed electrons from an unpolarized target:

Apy = 291 1)

OR+ 0L

In the most recent decades, parity-violating electrontedag (PVES) has been used primarily in the elastic sdatie@egion.
In elastic kinematic settings, the target nucleus remaimalevduring its interaction with the electron and the stramtgraction
that binds quarks together to form the nucleon (or bindseund together to form the nucleus) is not disturbed. EI®IES
asymmetry has been used to study the internal structure ¢dithet that cannot be revealed through electromagnégi@ictions.
For example, elastic scattering from the proton and ligltieithas been used to study whether sea quarks contribubeto t
nucleon’s structure, that is, whether the strange and ttiesiange quarks are distributed differently after tleg@ation. Such
nucleon strange form factor experiments have been cartie@tomany different facilities worldwide, such as the SAMPL
experiment[10=14] at MIT Bates, the A4 experiment at MAM#EMz [15-17], the HAPPEX experiments [18-23] in JLab Hall
A, and theG0 experiment[[24-26] in JLab Hall C. In the recent PREX experinj27, 28], elastic scattering frofi*Pb has
confirmed a difference in the spatial distributions betwgertons and neutrons inside this heavy nucleus.

On the other hand, of particular value to testing the Stahd&odel is the so-called deep inelastic scattering (DIS)meg
where the energy and momentum transferred from the elettr¢ime target are so high that the quarks are probed directly,
and that the strong interaction among quarks become nilgliue to the so-called “asymptotic freedom” phenomendre T
parity-violating deep inelastic scattering (PVDIS) asyetry is determined by the effective electron-quark cowgdifi;, and
(4, Weighted by kinematic factors and the well-determined Sif8cture functions. In the Standard Model tree-level Giay
the C14, Co, couplings are the product of the electron and quark wealgelsaf, = 2¢4 g{. (the effective electron-quark AV
coupling), and’y, = 2¢%, 9% rﬁhe effective electron-quark VA coupling).

The first PVES experiment|[8l 9], E122 at the Stanford Lineezelerator Center (SLAC) by Prescettal, was performed in
the DIS region and provided the first definitive measuremétitoweak mixing anglein? fy-. The E122 results were in good
agreement with predictions from the GWS-theory, estalnigstt as a cornerstone of the now Standard Model of particiesies.
The thirty years that followed witnessed a vast amount oh@&ad-Model-test experiments. Among those that deterthiee
weak charges of elementary particles, the most preciseurerasnt of the electron weak charges came from PVES on an
electron target [29, 30] that providét, = 2¢%,9% . The best result on the effective electron-quark AV cougdify, is from a
combination[[3f1] of elastic PVE$ [18-126] and atomic pariiylation experiments [32—85].
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On the other hand, determination of fig, couplings from PVES is difficult: For elastic scatterings isymmetry component
sensitive to the quark chirality (spin) is not directly deténed by theC,, but by the nucleon’s axial form factéf 4. Extracting
Cyq fromG 4 [11-114] depends on hadronic models and is subject to largertainties in the radiative corrections. For DIS, the
quark-chirality-dependenqty, contribution to the PVDIS asymmetry is kinematically suggsed because of angular momentum
conservation, similar to the way in which the quark-spip@®dent contribution to the unpolarized cross sectionppssed.
The small value ofj{, further reduces thé’s, contribution to the PVDIS asymmetry. Until the experimegported here was
carried out, the only direct data @ry, were from SLAC E122.

In addition to DIS and elastic scattering, another kinemagion accessible in electron scattering is the nuclesonance
region. In this region, the nucleon is excited by the energyraomentum transferred from the electron, but the strotegac-
tion among quarks is not negligible (unlike in DIS). The raeai resonance region therefore provides a transition legte
quark and gluon degrees of freedom of DIS to hadron degreeedom of elastic scattering. Inclusive measurementsen t
nucleon resonance region have demonstrated a remarkahledealled “quark-hadron duality”, first pointed out byBin and
Gilman [36], in which the low-energy (few GeV) cross secti@veraged over the energy intervals of the resonancestesct
resemble those measured at asymptotically high energiB$SfOver the past decade, duality has been verified in the-unp
larized structure functions, and 7, at four-momentum-transfer-squar@d values below 1 (GeV)? [37-41], in the proton
spin asymmetryl? down toQ? = 1.6 (GeV/c)? [42], in the spin structure functiop down toQ? = 1.7-1.8 (GeVic)? [@?@],
in the helicity-dependent structure functioffs /; 3,2 [45], and for charged pion electroproduction in semi-isole scatter-
ing [46]. It was speculated that duality is a universal feaif the quark-hadron transition that should be exhibiteidomly in
electromagnetic interactions, but also in charged leptattaring via the weak interactions [47], and perhaps giheresses as
well.

We report here details of a PVDIS experiment that was cawigdat the Thomas Jefferson National Accelerator Facility
(Jefferson Lab, or JLab) in 2009, JLab E08-011. During thiseeiment, PVES asymmetries on a deuterium target were
measured at two DIS and five nucleon resonance kinematiogetThe precision of the DIS measurement was higher thetn th
of E122, and the kinematics were optimized for the extraabittheCs, couplings. The DIS asymmetry and t6g, couplings,
published in Ref[[48], improved over previous data by adaof five. Data taken at resonance settings had larger aiotes,
but nevertheless provided the first PVES data covering thr@entucleon resonance region. The resonance asymmetiisresu
published in Ref..[49], provided the first observation of duhadron duality on parity-violating observables. Instlirchival
paper we first review the formalism for PVDIS, the SLAC E12enment, then describe the new JLab experiment E08-011
including its apparatus, data analysis, and all systernatertainties. In addition to PVES asymmetries, we repgymranetry
results on inclusive pion production, pair-productiond &i®am-normal asymmetries. Finally, we provide interpi@ta of the
electron asymmetries in DIS and the nucleon resonancenggio

A. Formalism for Parity-Violation in Electron Inelastic Scattering

For inelastic electron scattering off a nucleon or nucleegdt, the parity-violating asymmetry originates fromititerference
between photon- and®-exchanges from the electron to the target (Fig. 1). Thisnmsgtry can be written a5 [50]

e (E) e (E)

e (E) e (B

FIG. 1: The electron exchanges either a virtual photon)(lafta virtual Z° (right) with the target. The interference between these two
processes leads to a parity-violating asymmetry betweerated right-handed electrons.
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Apy = —M(;jifm (a1 (2, Q%)Y (2,4, Q) + as(z, Q) Vs (2,9, Q)] | @)

whereG r is the Fermi constanty(Q?) is the fine structure constant,= v/E = (E — E')/E is the fractional energy loss of
the electron withE and E’ the incident and the scattered electrons’ ene@@y= —q? is the negative of the four-momentum
transferred from the electron to the targesquared:

Q? =2EFE'(1 — cosf) 3)
with 6 the electron scattering angle. The Bjorken scaling vagiali$ defined as
r = Q*/(2Mv), (4)

with M the proton mass. Another important variable is the invariaass of they-nucleon (orZ°-nucleon) system, which for a
fixed nucleon target is given by

W2 =M?+2Mv — Q. (5)

Typically, the regionV < W < 2 GeV is the nucleon resonance region &id> 2 GeV corresponds to the DIS region.
The kinematic factor¥’ 3 are defined as

2
L ) (=0 = (L= | —
"= [ - ©
and
r? 1—(1—y)?
= [Hm] - 2( 2 —, @
1+(1-y)?2 -y {1—W}—$yf

wherer? = 1 + 63—22, andR""%)(z, Q?) is the ratio of the longitudinal to transverse virtual phroedectromagnetic absorption
cross sectionsy(— Z° interference cross sections). With some algebra, one qareex thery M /E term byr? andy? and

Eqs.[@LY) change to (as in Réf. [51]):

2
L7 =y = S [ — 2]
Yl: |:1—|—R'Y:| > P (8)
I+(1—-y)2—-% {1—1—7’2— 1+’”R7}
and
r? 1—(1—y)?
L (L=y) = 5 1t = o2
To a good approximatioR”Z can be assumed to be equalit®, resulting inY; (z, y, Q?) = 1.
Thea, 3 termsin Eq.[(R) are
€ F’YZ
ay (‘T) = 2gA ;wlfy ) (10)
F?
as(@) = g . (11)
1

where the structure functionF,ﬂgZ, can be interpreted in the quark-parton model (QPM) in tesfrthe parton distribution
functions (PDF); (x, Q%) andg; (z, Q?) of the target:

R, = 5 3@ [ae@%) +a(, Q%) 12)
F22,.Q%) = Y Qqgb [a(,Q%) + a(z,Q%)] | (13)
F7(2,Q%) = 2) Qa0 [0:(2,Q%) — Gi(, Q)] . (14)
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Here,Q,, denotes the quark’s electric charge and the summation istbeegquark flavors = u,d, s --. Equations[(Z[.14)
show that thexs (z, Q) term involves the chirality of the quark¥) and therefore is suppressed by the kinematic fajatue
to angular momentum conservation. It vanishes at the fahaagled = 0 or y = 0, and increases with or y at fixedz.

In most world parameterizations, it is common to fit the duoe functionsty and R simultaneously to cross-section data.
They are related through

) F’Y('YZ) 1 RV(’YZ)
o9 = xihy (2+ )’ (15)

r

or equivalently:

,,,QFV(’YZ)

= 2 (16)

()
! 22(1 + R(9))

In the QPM with the Bjorken scaling limi)> — oo at fixedz, the ratiosR?(7%) are zero, and = 1. Hence one can construct
the I, structure functions from PDFs as

Fj(z) = 22F)(z) =2 _ Q2 [ai(x) + Gi(x)] , (17)

FJ%(z) = 20F)%(2) =20 Qg% [ai(x) + Gi(2)] - (18)
Note that the use of the approximatifh = 22 F; does not affect the; term of the asymmetry, since the extra tenfisind2zx
in the numeratof”}'” and the denominatdr; cancel.

For electron scattering, one defines the product of thereleend the quark weak couplings as the effective weak cogipli
constants’, 2, In leading order of one-photon and o#é-exchanges between the electron and the target{{(Fig. 1),

Clu — 291849‘7; y C?u - 29?/92 ) (19)
Cra = 2959%,  Caa = 29%9%. (20)

Using the appropriate electric charge and the weak isodjoarks, they are related to the weak mixing arfjleas

1 1 4 1 4
Civ = 2¢597 =2 (—5) (5 — gsin2 GW) = —5—1— gsin2 Ow (21)
e u 1 22 1 1 : 2
Couw = 2gy,94 =2 —5—1-28111 Ow 3 :—§—|—2sm Ow (22)
1 1 2. 1 2.
Ciqg = 292g€l, =2 <—§) (—5—1-531112914/) =5 581112 Ow , (23)
e d 1 .2 1 1 .2
Cog = 2gv94 =2 —§+2sm Ow —3 25—281171 Ow . (24)

In Standard-Model-test experiments, new physics that eaaclbessed by PVES asymmetries typically cannot be dedcribe
by the one-boson exchange of Hify. 1 and Eq[{119-24) are netarmdid. In this case, one writds [91]

Clu = giﬁ/ ) C?u = gs/uA 3 (25)
Cra =95y, Caa=gifa, (26)

and the corresponding Feynman diagrams change froiIFigFibi@. TheC,, Cs, couplings therefore provide information
on new contact interactions beyond the Standard Model. thatseven thougld'; » cannot be factorized into an electron and a
target vertex, their chiral property remains the same.

The formalism of inelastic PV asymmetries, Hd. (2), can bepéified as follows: Defininng(;c) = gi(z) £ ¢;(x), one has
in the QPM

ZCMQ%% ( )
Y Q2qf (x)
ZCZZQ%QZ ( )
S Qi) 29)

ai(z) = (27)

az(x) =
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FIG. 2: Feynman diagram for contact interactions, used contyrto describe beyond-Standard-Model interactions.

For an isoscalar target such as the deuteron, neglectiagtefirom charm and bottom quarks, and assumirgs, ¢ = ¢ and
the isospin symmetry that’ = d", d” = u" [u,d”("™) are the up and down quark PDF in the proton (neutron)], thetfons
a1 3(x) simplify to

6[2C1,(1 + Rc) — C1a(1 + Rg)]

= 29
a1(x) 5+ Rs + ARc ’ (29)
6 (202u - OQd) RV
= 30
as(x) 5+ Rs +4Rc (30)
where

EM, RSEM7 and RVELH- (31)

ut+tu+d+d ut+tu+d+d u+u+d+d

The asymmetry then becomes

Apy — <3GFQ2> 2C1u[l + Ro(x)] = Crall + Rs ()] + Y3(2Cou — Coa)Rv (x) (32)

2V/2ma 5+ Rg(z) + 4Rc(z)
The factorYs Ry is therefore crucial in accessing th,,.

If one neglects sea quarks completel¢(= Rs = 0, Ry = 1), the deuteron becomes equal amount of up and down valence
quarks only (the “valence quark only” picture). In this casePDF is needed:

a1 (I) = g (201u — Cld) 5 ag(x) = g (2CQU — OQd) 5 (33)
which lead to[[52]
2
Apy = (%) [(2C1u — Cha) + Y3(2C5, — Caq)] - (34)

This expression can be used to estimate how the PDFs aftenitdrpretation of the asymmetry measurement.

B. PreviousData on Electron-Quark VA Coupling

The SLAC E122 experimentl[8] 9] was the only PVDIS measurdrbefore the present experiment. During the E122
experiment, a longitudinally polarized electron beam weaatered from 30-cm long unpolarized proton and deuterayeta
at Q? values ranging from 1.05 to 1.91 (Ge). Four beam energies: 16.2, 17.8, 19.4 and 22.2 GeV were &eattered
electrons were collected in a magnetic spectromete? ay4ntegrating signals from a gas Cherenkov detector. Data the
two highest beam energies were publishec[lasél[,Bi//Q2 = (—9.5 £ 1.6) x 107° (GeVlc) 2. The average value was 0.21
and the averag®? was 1.6 (GeW)?. The value ofsin? fy was extracted from the measured asymmetries. We re-analyze
the E122 kinematics [9] using the latest PDF fits (see AppeBjiliand extracted the coupling combinatig@'y, — Coq and
201, — C4 from their asymmetry results. These results are shown aget@w ellipse in Fig[B. Also shown in Fifl 3 is
the most recent fil [31] t@';, data from all elastic PVES and Cs atomic parity violationexmpents. One can see that the
uncertainty on theCs,, — Cy is nearly two orders of magnitude larger than2ary,, — C14.



196

197

198

199

200

201

202
203

°f els
4 0.1
3l 3 0
g L Is—o.lé
I B B
3 2 L g -0.2
Q .t 03
Sl Tt
- N -0.4F
or 3 N auuEE WS
- ‘ ‘ ‘ ‘ ~0.9-0.8 -0.7 -0.6 0.5 -0.¢
-1 | | | | 2 _
-15 -1.25 -1.0 -0.75 -0.5 G ~Ga

2Clu_cld

FIG. 3: (Color online) Previous data o'z,. The yellow ellipse represents a simultaneous fi€tg and Cs, using only the SLAC E122
asymmetried [9] re-analyzed using the latest PDF fits (sqeeAgixA). The magenta vertical band represents the®@gstlata [31], and the
green ellipse the combined fit of the E122 asymmetries anthéb&”,. The right panel shows an enlarged view with the vertical dued
horizontal axis at the same scale. The Standard Model valsigawn as the black dot, where the size of the dot is for Viigibi

II. APPARATUS

The experiment was performed in experimental Hall A at JLEie floor plan for Hall A is shown schematically in Fid. 4
A 105 pA longitudinally polarized electron beam was incident or0acn long liquid deuterium target, and scattered electrons
were detected by the two High Resolution Spectrometers JHE& in inclusive mode. A series of beam diagnostic devices
was used to measure the beam energy, position, and curreémimMosity Monitor was located downstream from the target t
monitor target density fluctuation and possible false asgtnes. For DIS measurements the beam energy used was 6t@eV, t
highest achievable with the continuous electron beam aatelr facility (CEBAF) of JLab before its 12 GeV Upgrade.

Left HRS

Compton Raster e
Moller
Polarimeter LD, Target
/ Polarimeter

o
—

== _ = 1 ] Luminosity |
E _ ﬂﬂi Monitor
BCM eP  BP

Right HRS

—
—

FIG. 4: (Color online)Schematic floor plan of the 6 GeV PVDIS experiment in Hall Alzld. The electron beam enters from the left, passes
through a series of monitoring devices such as the ARC aneRHer energy measurement, Compton and Mgller polarimiiepelarization
measurement, the beam charge monitor (BCM) and the beanioposionitor (BPM), then scatters from a liquid:Barget in the middle of
the hall. The scattered electrons were detected in the HR$paclusive mode.

The experimental techniques for measuring small asymesatfiorder 1 part per million (ppm) or less have been sucekgsf
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used in the HAPPEx experimenits [18-23] and the PREX [27]réxeat in JLab Hall A. These two experiments had maintained
systematic uncertainties associated with beam helicitgreal at the 0~® level. The asymmetries sought for in this experiment
were of order10? ppm with required statistical accuracies at tBe- 4)% level, which were two orders of magnitude larger
than the systematic uncertainty established in the rec€&iSPexperiments. The main challenge of the experiment was a
reliable rejection of the large pion electro- and photoguetion background (that is only present in inelastic scaty) while
identifying electrons at high rates. While the standard HReEctor package and data acquisition (DAQ) system rdytine
provide high particle identification (PID) performancegyhare based on full recording of the detector signals andiraited
to event rates of 4 kHz. This is not sufficient for the few-htettlkHz rates expected for the present experiment. A new DAQ
electronic system was built to count event rates up to 600Wiiz hardware-based particle identification. See Rei. [b4]
complete report on the DAQ design, its PID performance, tieackeffects, and the quality of the asymmetry measurenidmg.
standard DAQ of the HRS will be referred to as the HRS DAQ higeea

The apparatus and its effect on the measured asymmetryesered in this section. The polarized electron beam will be
described first (sectidnIIA), followed by descriptions bétbeam monitors (secti@n 1l B), the beam polarimetry (safffiC),
the target system (sectibn 1] D), and the spectrometers atetbrs (section IlE).

A. Polarized Electron Beam

The electron beam was produced from a strained superl@tée/GaAsP photocathode illuminated by circularly palegi
laser light [55]. The laser polarization is controlled by acRels cell. By reversing the high voltage on the Pockelk et
sign of the laser circular polarization flips and the directdf the electron spin at the target is reversed every 33 fijs These
33-ms periods are called “beam helicity windows” or simphjiridows”. Data collected in the first 0.5 ms of each window are
rejected to allow the Pockels cell to settle. During thisexipent, the helicity of the electron beam was controllea@lnelicity
signal, and followed a quartet structure of either “RLLR™BRRL”, with each state lasting 33 ms and the first state otheac
quartet selected from a pseudorandom sequéentk [19-22heTioity signal was sent to the data acquisition systent aftng
delayed by eight helicity states (two quartets). This dethlyelicity sequence controlled the data collection. THieihesignal
was line-locked to the 60 Hz line, thus ensuring a good céatgmh of the power-line noise.

To reduce possible systematic errors, a half-wave plateRHWéas inserted intermittently into the path of the polatilaser,
which resulted in a reversal of the actual beam helicity &ki#éeping the helicity signal sequence unchanged. Rougjuigle
statistics were accumulated with opposite HWP states Bnthasured asymmetry, which suppressed many systematitseff
The expected sign flips in the measured asymmetries betlwedwd beam HWP configurations were observed.

The direction of the beam polarization could also be coledoby a Wien filter and solenoidal lenses near the injecto}.[5
After accelerating, the beam was directed into Hall A, whiesretensity, energy and trajectory on target were inféfrem the
response of several monitoring devices. The beam monitat$ree scattered electron trigger signals from the DAQ wete- i
grated over the helicity window and digitized, from whiclwreross-sectional asymmetrid$®” were formed, see sectibn Il A.
To keep spurious beam-induced asymmetries under contnalblbelow the ppm level, careful attention was given to tesign
and configuration of the laser optics leading to the photue. A specialized DAQ system (called the HAPPEx DAQ) é—z
was used to provide feedback at the photocathode to minithéze beam asymmetriés|[56]. Measurement of the polaizati
of the beam will be described in section 1l C and the polaidratesults in section IIID.

B. Beam Monitoring and Rastering

As a direct input to the asymmetry extraction, the beam Bitgrwas measured by two microwave cavity Beam Current
Monitors (BCMs) and an Unser monitor located 25 m upstreath@farget([53]. In addition, helicity correlations in theam
properties such as energy and position could add systemnateertainties and widen the uncertainty 47V, and thus are a
primary concern for parity-violation experiments. At JI e beam position is measured by “stripline” monitors [£8ich of
which consists of a set of four thin wires placed symmetiycalound the beam pipe. The wires act as antennae that gravid
signal, modulated by the microwave structure of the eledteam, that is proportional to the beam position as well @ gity.

Two such Beam Position Monitors (BPMs) are available in Hallocated 7.524 m (BPMA) and 1.286 m (BPMB) upstream
of the target center. Beam positions measured at BPMA andBRite extrapolated to provide the position and the incident
angle at the target. An additional BPM (BPM12x) is availabl¢éhe arc section of the beamline just before it enters thigdna
monitor changes in the beam energy.

The electron beam at JLab has a nominal spot size of 10Q:20Qroot-mean-square or rms value). To avoid over-heating
the target, the beam is routinely moved at 20 kHz by a ragiesyistem consists of two sets of steering magnets located 23 m
upstream of the target. This fast rastering system canatddgam with a uniform elliptical or rectangular distritmrtiof size
between 10Qum and several mm at the target. A square distribution of apprately4 x 4 mm? was used for this experiment.
The exact correspondence between BPM signals and the &etaiad position at the target varies with beam energy and must
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be calibrated. In addition, the BPM information is not fasbegh to provide event-by-eventinformation and the raserents
must be used to calculate real-time beam position on thettargstablishing the relation between BPM signals and beam
positions, and between raster currents and the beam pwsitgopart of the BPM calibration described in seclion TLE 1

C. Beam Polarimetry

Three beam polarimetry techniques were available for tlesegt experiment: a Mott polarimeter in the injector of the
linac, and a Mgller and a Compton polarimeter in Hall A. Thettvemd the Mgller measurements must be done separately
from production data taking, while Compton measuremergsnan-intrusive. The Mott polarimetér [59162] is locatedine
the injector to the first linac where the electrons have redch MeV in energy. During the beam normal asymmetry
measurement, it was used for setting up the transversédyiped beam and verifying that the beam polarization wéy i the
vertical direction. In the following we will describe theipciple of only the Mgller and Compton polarimeters. Forgurotion
runs, since the Mott polarimeter measures only the polaoizat the injector which can differ from the beam polariaatn the
experimental hall, its results were not used directly inanalysis.

1. Mgller Polarimeter

A Mgller polarimeter|[58] measures the beam polarizati@nasimeasurement of the asymmetry’in & (Mgller) scattering,
which depends on the beam and target polarizatieprs™ andPﬁ;ﬁcr, as well as on the Mgller scattering analyzing power

th.
Ath:

AM = Z (Ag\l/l[z ’ P;,?\f[%)ller ’ Pibcam) . (35)
=X,Y,Z

Here,i = X, Y, Z defines the projections of the polarizations witlparallel to the beam and X Z the Maller scattering plane.
The analyzing powerd';, depend on the scattering angle in the & center-of-mass (CM) framécy, and are calculable in
QED. The longitudinal analyzing power is

. sin2 9CM (7 + COS2 GCM)
(3 + cos? GCM)Q

Al = . (36)

The absolute value ofl'l, reaches a maximum of 7/9 6\ = 90°. At this angle the transverse analyzing powers are
Afix = —Aly = A3, /7.

The Mgller polarimeter target was a ferromagnetic foil metgred in a magnetic field of 24 mT along its plane. The targiét f
can be oriented at various angles in the horizontal plamjging both longitudinal and transverse polarization sugaments.
The asymmetry was measured at two target angt6) and the average taken, which cancels contributions framstrerse
components of the beam spin and thus reduces the uncersairdim target angle measurements. At a given target angte, t
sets of measurements with oppositely-signed target palions were made which cancels some systematic effedissubose
from beam current asymmetries. The Mgller target poladmnatas approximately 8%.

The Mgller-scattered electrons were detected in a magsgsictrometer consisting of three quadrupoles and a di8le [
The spectrometer selects electrons in a rang®of< oy < 105° and—5° < ¢om < 5° wheregey is the azimuthal angle
in the CM frame. The detector consisted of lead-glass qakter modules in two arms to detect the electrons in coimciele
The Mgller measurements must be performed separately froduption runs, and each measurement takes approximately 4
hours including setting up the magnets to direct the eladbeam to the Mgller target. The statistical uncertaintyhefMgller
measurements is negligible compared to the approximagélgystematic error which is dominated by the uncertaintyhan t
foil polarization.

2. Compton Polarimeter

The Compton polarimetel [5B,163165] is based on scatteririjeopolarized electron beam from a polarized laser beam in
a beam chicane. For this experiment, the beam polarizatéenextracted from the backscattered photon signals ddtecte
GSO (GdSiOs:Ce) crystal in the integrated mode [65]. Scattered elestigan be detected either in the inclusive mode or in
coincidence with the backscattered photons, but electetection was not used in this experiment.
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The Compton asymmettfc = (nf —nk)/(n& +nk) was measured, wheref (n%) refers to the scattered photon counting
rate for right (left) electron helicity normalized to thedma intensity. This asymmetry is related to the electron bpalarization
via

Ac

Po= S
P, AT

37)

whereP, is the photon polarization andi}' the Compton analyzing power. At typical JLab energies (a&aV), the Compton
cross-section asymmetry is only a few percent. To comperisathe small asymmetry, a Fabry-Perot cavity [66] was used
amplify the photon density from a standard low-power Nd:Ya&er ¢ = 1064 nm) such that high statistics can be obtained
within one to a few hours. An average power of 1200 W was actated inside the cavity with a photon beam waist of the
order of 150um and a photon polarization above 99%, monitored onlineeaéit of the cavityl[67]. When extracting the beam
polarization from Compton data, a GEANT4-based simulajiffj was performed to reproduce the measured photon energy
distribution and to extract the analyzing power. For thesprg experiment the systematic uncertainty of Compton ureasent

was approximately 1.92% relative and was dominated by thienstanding of the analyzing power (1.75% relative) and the
laser polarization (0.8% relative).

D. Target System

The Hall A cryogenic target systern [53] was used for this expent. We used a 20-cm long deuterium target cell for the
main production data-taking. Solid targets were used faluating backgrounds, studying the spectrometer opticschecking
beam centering. The target cell and a solid target laddér ait evacuated cylindrical scattering chamber of 104 crmédier,
centered on the pivot for the spectrometers. Also locatedé@the scattering chamber were subsystems for coolimgpdeature
and pressure monitoring, target motion, gas-handling amtrals. The scattering chamber was maintained undér& Torr
(10—* Pa) vacuum. The exit windows on the scattering chamber atioscattered particles to reach the spectrometers. These
windows were made of 0.406-mm thick Al foil.

Figure[® shows a schematic diagram of the target laddergement used during this experiment. Of the three cryogenic
loops, only loop 1 was used for the liquid deuterium. It wasraped at a temperature of 22 K and a pressure of 25 pgia (0°

cryoloop1(20cm) L1 ]
cryo loop 2 (20cm) )
cryo loop 3 (25cm) E
carbon multifoil (L1 1 1 1
Al dummy target ___1 ‘ |

carbon with 2mm hole i
thin tantalum [
thick tantalum |
BeO |
(upstream) |  (downstream
0 z

FIG. 5: Schematic diagram of the target ladder arrangensed during the experiment. The electron beam is along thedmal direction
(the z-axis) and is incident from the left on the target. The carbmriti foils were located at = (—15,—-7.5,0,7.5,15) cm and the Al
dummy foils were located at = (—10, 10) cm. All other solid targets were locatedzat= 0 cm and were about 1 inch apart in the vertical
direction.

Pa), leading to a density of about 0.1676 glcrithe diameter of the cell was 2.0 cm. The thicknesses of itlswad of the
solid targets are summarized in Tafle I.

When using a fluid target for electron scattering, the endeposit of the electron beam in the target can cause localtgien
fluctuations. This will add noise to the measurement thahctibe improved by increasing statistics. This systemdfece
often called the “target boiling effect” although it is nalated to an actual phase change of the target, was measuted a
beginning of the experiment for different beam transveizessand target cooling conditions (see sedtionllll C). Byiproduc-
tion data taking, the transverse size of the beam was ctedrslich that the boiling effect did not visibly widen thetistical
uncertainty of the asymmetry measurement.
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Target Position along: Purity Thickness

cryo-loop I Entrance window,-10 cm 0.126 +0.011 £ 0.003 mm*

Exit window, +10 cm 0.100 £ 0.008 4 0.003 mm

Wall, beam left upstream 0.313 £ 0.008 £ 0.003 mm

Wall, beam left middle 0.317 4+ 0.002 £ 0.003 mm

Wall, beam left downstream 0.323 £ 0.003 £ 0.003 mm

Wall, beam right upstream 0.340 £ 0.002 £ 0.003 mm

Wall, beam right middle 0.336 £ 0.007 £ 0.003 mm

Wall, beam right downstream 0.313 £ 0.008 £ 0.003 mm

Carbon multi foil (15, -7.5, 0, 7.5, 15) cm | 99.5% |0.042 4 0.001 g/cn? (all foils)
Al Dummy®® -10 cm 0.359 =+ 0.0003 g/cn?
+10 cm 0.367 =+ 0.0003 g/cn?
Carbon hol& Ocm 99.95% 0.08388 4 0.00012 g/cnt

Tantalum Thin Ocm 99.9%)| 0.021487 + 0.000078 g/cn?

Tantalum Thick 0cm 99.9%| 0.12237 + 0.000341 g/cn?
BeO 0cm 99.0% 0.149 + 0.001 g/cn?

@ All aluminum used for the cryo-target and the Al Dummy are m&dm Al 7075 T-6 plates.

® Both Al Dummy and Carbon Hole targets had a 2-mm hole to catiibthe target motion relative to the beam position.
¢ The first error bar comes from the standard deviation of ipleltneasurements at different positions on the target,fendecond error is
from calibration of the instrument.

TABLE I: Position, material, and thickness of the targetegsused in this experiment. The position is defined alondpéaan direction with
respect to the hall center, see Kij. 5.

E. Spectrometers, Detectors, and DAQ

The Hall A high resolution spectrometers (HRS) are a paidehtical spectrometers whose magnet system each consists
of one dipole and three focusing quadrupoles i@ &2 DQ3 sequence [53]. The spectrometer and their standard detecto
package served to select for and to measure the kinematgities(E’, ) while suppressing backgrounds originating from
the target. The spectrometers were designed to have a edds@tceptance with excellent angle and momentum regogyti
high accuracy in the reconstructed kinematic variablee®&tvents and precise normalization of the cross section.

Figurel® shows a sideview of the HRS and its detector packagesach HRS, two layers of scintillators provide fast timing
information of the scattered particles, vertical drift oitzers (VDCs) provide tracking information, and a gas Chieserand a
double-layered lead-glass detector provide the partidatification (PID).

To achieve high resolution and accuracy in determining e@eposition, scattering angle and momentum, the HRS ifesitu
an optics focusing system that can be described as a simptix mgeration between the original interaction point a target
(g, Ytg, btg, b1g) (in the target coordinate systefn [53] 69]) and the positams$ angles of the particle detected at the focal
plane(z, 6, y, ¢) [53,[69], where the focal plane refers to the first of the foghkvoltage wire planes of the VDC. This optics
matrix varies with the beam energy and the spectrometeeamyl momentum settings, and must be calibrated every tiese th
conditions are changed. The optics calibration directigcs the determination of th@2-values of the present experiment and
will be described in Se€ITE.

The DAQ [54] of this experiment utilized signals from the tacintillator planes, the COgas Cherenkov counter and the
double-layered lead glass detector. Both electron and tpiggers were formed. To better understand the countingtiiea
of the DAQ, two sets of electronics were formed for each g&iggvhich were expected to differ only in the deadtime. These
two sets of triggers will be referred to as the “narrow” ane tvide” paths, with the narrow path exhibiting less deadtimss.
The electron and pion triggers were sent to digital scaldrsresthey were integrated over each helicity window of tieetebn
beam. The standard tracking detector (the VDCs) was turfieiiong production data taking because it might not endhee
expected high event rates. During low-rate calibratiorsrtime VDCs were turned on to study the efficiencies of theériog
detectors. Efficiencies of the electron and pion triggéres dackground contamination in each trigger, and the cogitiss due
to deadtime were analyzed in detail and reported in Ref. [54]

1. DATA ANALYSIS

The experiment ran between October 26th and December 2206, Data were taken first with a 6-GeV beam at two DIS
settings at)? = 1.085 and1.901 (GeV/c)?. These were the main production kinematics and will be reteto as DIS#1 and
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Double-layer
lead—glass detectors

CO2 Gas ~
Cerenkov “

N Scintillator 2
VDCs \e\
Scintillator 1
Q>
©
66’?}\(}@%
L&
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rvi .
sestion /| shield hut
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-&1- crane height

Electron begm target\ e

10 ft beam line heig (utility platform not shown) beam dump

(HRS shown in 0 deg azimuthal position)

FIG. 6: (Color online)Bottom: Schematic diagram for the HRS in Hall A of JLab, figtaken from Ref.[[53]. Top: Zoom-in view of the
detector package in the HRS.

DIS#2, respectively. Due to limitations in the spectrometagnets, DIS#1 was taken only on the Left HRS, while DIS#8 wa
taken on both Left and Right HRSs. A totalhf)2 x 107 beam helicity pairs were selected to form the final electeone for
Q? = 1.085 (GeVie)?, and2.5 x 107 pairs for theQ? = 1.901 (GeVic)? measurement. The statistical precision achieved was
3% atQ? = 1.1 (GeVie)? and 4% a)? = 1.9 (GeVic)?. The systematic uncertainty achieved was smaller 8an

Data were taken at five additional nucleon resonance ssttmgrovide inputs for electromagnetic radiative coratsi
Resonance setting IV was taken with the 6 GeV beam on the R&,Hbetween data taking of DIS#1 and #2. Setting V was
taken over a short period before IV due to difficulties in tioig.the HRS to the desired angle. It had low statistics aritdh, W’
greater than 2 GeV, was not strictly speaking in the resomaggion. However we refer to it as setting RES V for convergen
and present its result for completeness. Three more resersattings (RES I, Il and IIl) were taken with a 4.8 GeV beam at
the end of the experiment, on either Left or Right HRS. For R&Sich was taken on the left HRS only, tlig and the dipole
magnets were set at 4.00 GeVbut its@» and@); were limited to 3.66 Ge\/due to a power supply malfunction. Dedicated
measurements for the beam transverse asymmetry — alsd tr@laormal asymmetnyt,, — were carried out at DIS #1 and #2 in
which the beam spin was directed fully perpendicular to ttadtering plane. An overview of the beam energy and speeiem
settings for each kinematics, the observed scattered@teeite and the ratio of ~ /e rates is shown in Tablglll in chronological
order.

In this section the procedure for the data analysis will becdbed. The extraction of the raw asymmetrig$™ from the
DAQ count rates will be described first, followed by beam geatintensity) normalization and its effect on the measured
asymmetry. Then, corrections due to fluctuations in the beasition, angle and energy (section 1l B) are applied taamtt
the beam-corrected raw asymmetri¢® ', Results on the target boiling effect are presented nexti(dllIC). Results
on beam polarization are presented in sedfionllll D whichstiarte a major normalization to the asymmetry, leadingh® t
preliminary physics asymmett;ﬁtph"b Calibrations of the beam position and HRS optics are ctfwiavaluation of the event
kinematics (sectidnIlTE), and a full scale simulation af RS transport functions was carried out to confirm our ustdading
of the kinematics resulting from these calibrations (e¢fl[E). Next, corrections to the preliminary physics asyetries due
to various backgrounds will be presented in detail (sedfib@). Radiative corrections due to energy losses of thédigiat
and the scattered electrons will be presented (settion) | idlowed by corrections due to the higher-order box diagrams
(sectiorLII). After all corrections are applied, the pneinary physics asymmetries become the final physics asygmessults
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HRS Date Kine# | E), (GeV)| 0o |Ej (GeV)|Re(kHz)| R, /R.
11/04-12/01/2009DIS#1| 6.0674 |12.9°| 3.66 | ~210 | = 0.5
12/01-12/02/2009 A, 6.0674 [12.9°| 3.66 | ~210 | = 0.5

12/02/2009 |RESV| 6.0674 | 14° 3.66 | ~130 | <0.7

12/03/2009 |RESIV| 6.0674 | 15° 3.66 ~80 | <0.6
12/04-12/17/2009DIS#2| 6.0674 |20.0°| 2.63 ~18 | ~ 3.3
12/17-12/19/2009 RES | | 4.8674 |12.9° 4.0 ~ 300 |<0.25
12/19-12/22/2009RES II| 4.8674 |12.9°| 3.55 | ~ 600 |< 0.25
11/04-12/01/2009DIS#2| 6.0674 |20.0°| 2.63 ~18 | ~3.3
Right 12/01-12/02/2009 A, 6.0674 (20.0°| 2.63 ~18 | ~ 3.3
12/02-12/17/2009DIS#2 | 6.0674 |20.0°| 2.63 ~18 | ~ 3.3
12/17-12/22/2009RES Ill| 4.8674 |12.9° 3.1 ~400 | <04

Left

TABLE II: Overview of kinematics settings of this experintemd the observed scattered electron fateand the charged pion to electron rate
ratio R/ R.. The kinematics include the beam energy, and the spectrometer central angjeand central momenturfyy. Measurement of
the transverse asymmetry,, was performed at the production DIS settings on DecemberBe2 RES#| which was taken on the left HRS
only, the®: and the dipole magnets were set at 4.00 Gebfit itsQ» andQs were limited to 3.66 Ge\/due to a power supply malfunction.
The electron raté?. was obtained directly from the DAQ, while the pion rate wasridite recorded by the DAQ corrected for trigger efficiency
and background contamination.

presented in sectidn IVIA.

A. Forming Raw Asymmetries

The scattered electrons and pions were counted by the DA®aftin 33 ms helicity window. The response of each beam
monitor, including the BCM and all BPMs, was digitized antkegrated over the same helicity windows and recorded. Far ea
window pairi, the pair-wise raw electron cross-section asymmatfy’ in each HRS was computed from the the DAQ counts

cj(’) normalized to the integrated beam intensﬁﬁ’) in the positive (negative) helicity window:

+ —

[

. I+ I~
A = [ S| (38)

c; + c;

- I~

I

i i

If the noise from beam fluctuations and the target boiling@fis negligible, the uncertainty is given by the purelyisteal

value:
SATY ! (39)
i,stat T 62_ I Ci_ .

If a total of n window pairs have been collected, the average raw asymmétrtywas formed by
S A/ (B’

Araw — <A§aw> = £ : 1,stat ’ (40)
>im1 1/(6ATE)?
and its statistical uncertainty is
1 O A
SATN = r (41)

N+t+N- " /n

whereN+ = " | c;t refer to the total electron counts from thewindow pairs and the approximation is valid if the beam
current remains constant during the data taking.

When forming raw asymmetries, loose requirements were segpon the beam quality: periods with low beam current or
with the energy measured in BPM12x differing by more thés from its nominal value were rejected, removing about 10%
of the total data sample. No beam-helicity-dependent caete wpplied. The uncertainty i#*¥ could be enlarged by helicity-
dependent fluctuations in the beam intensity, positionleamgnergy, and target boiling, causing a non-statisticatribution to
the measurement. Therefore, an important criterion forcaesssful asymmetry measurement is to control non-stalsibise
to a negligible level, which ensures that the main sourcédefuncertainty is the well-understood statistical flugargtand
minimizes the run time.
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B. Beam Intensity Normalization, Beam Corrections, and Their Systematic Fluctuations

For all PVES experiments at JLab, the polarized beam anatfettwere designed such that the fluctuations in the hetldit
ference in the signal between a pair of successive windows d@minated by scattered electron counting statisticeexample
of possible non-statistical contributions is a windowstmdow relative beam intensity asymmetty = (I —17)/(IT +17)
with an uncertainty(A;). During the PVDIS experiment}; for a 30 ms beam window at a 1@\ current was measured to be
below4 x 102, with A7 betweer2 x 10~* and2 x 10~2 depending on the quality of the laser and the beam tune. Avi&i1-
counting rate the counting statistics for each 66-ms bediuitiyepair is §(A*") = 0.00387 [Eq. (39)]. The actual value was
larger because the rate was lower than 1 MHz (Table 11). Thezethe smalli(A;) of the polarized beam at JLab guaranteed
6(Ar) < 6 A}, for this experiment. Thanks to the feedback control to tserdat the polarized source, the cumulative average
for A; throughoutthe experiment was below 0.1 ppm.

Beam properties other than the intensity do not enter trectlasymmetry evaluation, but they might affect the asymmet
measurement. To study how such beam properties affect thsured asymmetry, we first write EG.{38) as

raw ct—c” It -1 raw 1
AT~ (T)— (ﬁ)—f“ - (W)iA"“ (42)

where A}%Y is the raw count asymmetry anill; = (I — I~ );. This approximation is valid for; < 1 which was true as
stated in the previous paragraph. Similarly, the raw asytnmmaight be affected by fluctuations in beam energy, positiod
angle. These beam-related corrections (bc) can be paiaetes:

(Abc,raw)i _ A;dw — Z [Oéj (AXJ)Z] (43)

J

Here, X ; denote beam parameters such as energy, position and angje= X;L X their corresponding helicity fluctuation,
anda; thelr coefficients that depend on the kinematics of the §ipeeiaction being studled as well as the detailed spectrmet
and detector geometry of the experiment.

The five BPMs equipped during this experiment: BPMA-X (horial), BPMA-Y (vertical), BPMB-X,Y, and BPM12x
allowed measurements of the relative change in the beanggrmpsition and angle within one helicity window pair. Orac
then write

(APT™); = AP =Y [ej(Aay)i] (44)

J

wherez; is the beam position measured by the five BPMs (BPMAX,Y, BPMBBPM12x) and:; = «;0X;/0z;. Itis worth
noting that this approach of making corrections window bgdaw automatically accounts for occasional random inbtiisi
in the accelerator.

If one corrects the pair-wise asymmetry for the beam fluatnatbased on EJ_(#4), the resulting asymmetry averagadove
certain number of helicity pairs can be written as

APEIR = (AT = (AP) = D ei{Aag) = AV = Y TAA,, (45)
J J
whereAA,, = g((xj — xj_)i> represents the correction needs to be applied to the rawmasymndue to helicity-dependent

fluctuation i m:z:J

For this experiment, the values of were obtained using two methods: The first one is called titee¢dng” method|[1 [19],
in which the beam position, angle, and energy were modula¢eiddically during data taking. The values @f were then
calculated from the resulting variation in the measuredramgtry recorded for each of the five BPM variables. The enefgy
the beam was varied by applying a control voltage to a vetinjgut on a cavity in the accelerator’s South Linac. The beam
positions and angles were modulated using seven air-careator coils in the Hall A beamline upstream of the dispazsi
arc [19]. Because these modulation periods representtyaiifa, they were included in the production data sample thie
appropriate corrections made. In the second method thewvalir; were evaluated utilizing only natural fluctuations of the
beam position, angle, and energy. This is called the “rajpa¥method. The difference in the corrected asymmetrwben
the dithering and the regression method was used as thetaintgin the beam-corrected raw asymmetuigs 7w,

To control the beam position differences at BPMA and BPMR, filedback system controlled by the HAPPEx DAQ made
adjustments of the circular polarization of the laser bedime resulting beam position differences were in the raiigel —
0.1)um at the target for the majority of the data taking period. éében the measureqd values this resulted ih A, in the
range(0.1 — 1) ppm. The cumulative averages A, were found to be below 0.1 ppm integrated over the whole éxent.
The measured asymmetry was found to be much less sensitbgata energy fluctuations than to those of the beam position.
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Tableldll shows the corrections due to fluctuations in the fiv@asured beam positions using the dithering method. Tha-bea
corrected asymmetries based on both the dithering andssigremethodsA;"™" and A5, are shown in TablEIV. The
narrow and the wide paths of the DAQ produced very similaultsswith slight differences in their event collection dige
DAQ deadtime and different timing alignment between etautt modules, resulting in a slightly better PID performantthe
wide-paths[[54]. In addition, dithering and regressionhnes are in principle equivalent. Still, the narrow-patiirasetry
results with the beam corrections applied using the dittgemethod were used to produce the physics results of themgres
experiment because of the smaller deadtime.

Monitor | Left DIS#1 | Left DIS#2 | Right DIS# 2
AAagic (pPM) | AAaic (PPM) | AAait (PPM)
DAQ path|narrow| wide [narrow wide |narrow| wide
BPM4AX| 0.173|0.179| 0.513| 0.569|-0.172(-0.182
BPM4AY | 0.001|-0.010 0.286| 0.262|-0.021|-0.027
BPM4BX| -0.152|-0.159 -0.368(-0.430Q 0.226| 0.237
BPM4BY | -0.028|-0.020 -0.262|-0.243 -0.008|-0.003
BPM12x| 0.000| 0.000| 0.024| 0.022|-0.003|-0.003

Total |-0.006|-0.010 0.193|0.180| 0.022| 0.022

Monitor RES | RES Il RES Il RES IV RES V
AAqi (PPM) | AAais (PPM) | AAai (PPM) | AAaic (PPM) | AAaie (PPM)
DAQ path|narrow| wide [narrow] wide |narrow| wide |narrow wide |narrow] wide
BPM4AX|-0.175(-0.178 0.313| 0.320|-0.013| 0.000| -1.004{-1.192 -3.708|-3.631
BPM4AY | 0.230| 0.224| 0.096| 0.107| 0.047 | 0.046| 0.328| 0.328| 0.400| 0.317
BPM4BX| 0.369| 0.375|-0.568(-0.582 0.020|-0.005 1.398| 1.596| 4.754| 4.603
BPM4BY|-0.139|-0.133-0.132(-0.143 -0.038|-0.037| -0.235|-0.250 -0.265|-0.183
BPM12x|-0.010(-0.011f 0.045]| 0.045| -0.005{-0.005 0.002| 0.003| -0.035|-0.036
Total | 0.275]0.277|-0.246|-0.253 0.011|-0.001 0.489| 0.485| 1.146|1.070

TABLE III: Corrections to DIS (top) and resonance (bottorsymmetries evaluated using the dithering methadl ;.. The “narrow” and
“wide” refer to the DAQ trigger type [54]. The corrections reeapplied amgfg“aw =A™ — AAqg; [Eq. (49)].

Compared to the uncertainties from counting statistics, @an see that overall the corrections due to beam fluctuatoa
quite small, and their uncertainties are negligible. Tharasetry measurement was completely dominated by the aoynti
statistics of the scattered electrond [54].

C. Target bailing effect on the measured asymmetry

As described in sectidn ID, the electron beam depositecgrie the liquid deuterium target and caused additionad@od
the measurement. This target boiling effect would manitsstf as an increase in the standard deviation of the medguair-
wise asymmetryd™ above that expected from the counting statistics of EJ4{9,Rastering the beam to larger transverse
sizes reduces the beam heating and thus the boiling effect.

Studies of the target boiling effect was performed. For eaelasurement a Gaussian was fitted to the distribution of the
pair-wise asymmetries withA given by the fitted width. Figurel 7 shows the measutdd taken at kinematics DIS #2 for
various raster sizes at two beam currents 100 angu&L5

Results of§ A in Fig.[d were fitted with the functional forpyz?t + p, wherez is the raster size in mm. The parameter
represents the purely statistical fluctuation that depenfjson the beam current, while the tepa?! is an empirical term that
describes the size of target boiling. Using the approxire&etron rate (Tablelll), the purely statistical uncertyafior 66-ms
wide beam helicity pairs is 0.029 at 1@\ and 0.027 at 11%A. The fit results forp, agree with the expectation very well.
The fit results fop, andp; show that the broadening due to boiling at & 4 mn? raster sizepox?* with z = 4, is at the level
of 569 ppm for 100uA and 1407 ppm for 115uA. This is quite small compared to the value from purely statal fluctuations
(po ~ 10* ppm), and thus the boiling effect did not contribute siguwifitty to the uncertainty of the asymmetry measurement.

Figure[8 shows the measuréd for various beam currentsperformed with at x 4 mm? square raster. If the measurement
is dominated by statistical uncertainty, one expéetsx v/I. Fit results of the measured! indeed agree very well with this
expectation, indicating that boiling effects at the rurgn@ondition of this experiment was negligible.
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Left DIS#1 | Left DIS#2 | Right DIS#2
A™Y, narrow (ppm) —78.4+£2.7/-140.5+10.4|-139.9 £ 6.6
AP narrow (ppm) —78.542.7|—140.3 4 10.4|—139.8 & 6.6
AP, narrow (ppm) —78.5+2.7|—140.5 + 10.4|—140.3 + 6.6
|ALST™ — ARST™Y| narrow (ppm 0.1 0.2 05
AT wide (ppm) —78.242.7|—140.3 + 10.4|—140.9 + 6.6
AP wide (ppm) —78.342.7|—140.1 + 10.4|—140.9 + 6.6
APST™ wide (ppm) —78.3+2.7|—-140.3+10.4|-141.4 £ 6.6
|ALS ™ — ARG | wide (ppm) 0.1 0.1 05
Left RES | | Left RES Il |Right RES lll| Left RESIV | Left RESV
A™"  narrow (ppm) —55.4+ 6.8/ —63.5+5.9] —54.4 + 4.5 | —104.5 + 15.3| —69.0 + 21.3
Asft’raw, narrow (ppm) —55.1 £6.8]—63.8 £5.9| —54.4 £4.5|—-104.0 £ 15.3|—-67.9 = 21.3
ARG narrow (ppm) —55.2 4 6.8)|—63.6 & 5.9| —54.6 + 4.5 | —104.3 £ 15.3| —68.6 = 21.2
|ALST™ — APST™Y| narrow (ppm 0.1 0.2 0.2 0.3 0.7
A™ wide (ppm) —54.9 +6.8|—63.6 +£5.9] —54.0 £ 4.5 | —105.0 + 15.3| —69.0 + 21.5
ADSr wide (ppm) —54.6 £ 6.8)|—63.9 + 5.9 —54.0 £ 4.5 | —104.6 & 15.3| —67.9 + 21.5
AR wide (ppm) —54.6 4 6.8| —63.7 £ 5.9| —54.2 + 4.5 | —104.9 + 15.2| —68.7 + 21.4
|ALS ™ — ARG | wide (ppm) 0.1 0.2 0.2 0.3 0.8

TABLE IV: Measured raw asymmetries from the narrow and thdeniriggers after applying corrections from beam energy @o&ition
changes using the dithering and the regression methodsadymemetry errors shown are statistical only. The diffeesroetween the two
corrected asymmetriesel‘d’fgraw — AE;;EWL were used as the uncertainty from beam corrections. Theréhg-corrected asymmetries were
used in further analysis, although dithering and regressiethods are in principle equivalent. The narrow and thesvpiaths of the DAQ
produced very similar results, with slight differencesheit event collection due to DAQ deadtime and different tighnalignment between
electronic modules. The narrow-path asymmetry resmgég(aw, narrow) were used in further analysis to produce the pbysisults because
of their smaller deadtimé [54].

G [ o
S 32000 | p=100u A
- I - |p,=115u A
< i b H
YO 300001 T

280001

6000 . o

0 2 4 6 8

Raster Size (mn

FIG. 7: (Color online)Measured standard deviation of the pair-wise asymmettikimamatics DIS# 2, for various raster sizes and two beam
currentsl00 and115 pA. The curves show the results of theffil = pox?* +p2 wherex is the raster size in mm. The parameierepresents
the purely statistical fluctuation that depends only on th&nb current and not the raster size, while the tggnt* is an empirical term that
describes the size of target boiling. The fit results for 4@0arepo = (1.77 £ 1.94) x 10*, p1 = —2.48 £ 1.85, po = 27973.0 £ 681.7;

and for 115pA arepo = (9.40 4 3.78) X 10%, p1 = —1.37 £ 1.09, p = 25941.0 + 1433.4. At a raster size oft x 4 mm? (z = 4), the

boiling noise is at the level gi69 ppm for 100:.A and 1407 ppm for 115uA, and is negligible compared to the value from purely stati
fluctuations.

468 D. Beam Polarization

469 As described in the previous section, the electron raw asstnymvas first corrected for the beam intensity and other beam
w0 related properties such as position, angle and energy. @hdting asymmetryl™2V is then referred to as the measured
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FIG. 8: [Color online] Measured standard deviation of the pair-wise asymmettigarius beam currents for DIS# 1 (left) and # 2 (right),
with a4 x 4 mm? square raster. The curves show the results of tiedfitc 772 and its error band. The fit results gre = 0.4900 = 0.0076
andps = 0.4897 + 0.0072 for DIS# 1 and # 2 respectively. These results are in goodeageat with pure counting statistios4 oc /7).

asymmetryA™e*s and must be corrected for the beam polarizafion

Apit =A™ [P, , (46)
to obtain the preliminary physics asymmezﬁg?-c‘/ﬁ. Both Compton and Magller polarimeters described in sefi@were used.
During our experiment, the Mgller polarimeter was ava#dble entire time, while the Compton polarimeter initialliffered
from a high background and only produced results in the tastet weeks of the 2-month 6-GeV run period. The Compton
polarimeter was also not available during the 4.8-GeV ruiople Figure[® shows the Mgller polarimetry measuremerksrta
with the 6 GeV beam. During the three weeks when both poldermevere functioning, the average beam polarization from
constant fits i88.74% for Mgller and89.45% for Compton. The results from the two polarimeters are caegpan Fig.[10.
Note that the beam polarization can fluctuate over time dueotion of the laser position on the photocathode and phtioda

aging.
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FIG. 9: Polarization results from the Mgller polarimeteraserements taken with a beam energy of 6.067 GeV. The errsrépresent the
quadratic sum of the statistical and systematic errors. é¥ew for each measurement the statistical uncertaintyinvitee order of 0.1%,
much smaller than the systematic error. An additional measent was done with a beam energy of 4.867 GeV at the end ofithgeriod,
which gave a similar polarization.

The experimental asymmetries were corrected for the bedanipation as follows:

1. When the Compton polarimeter was not available (before Rad and after Dec. 17th, 2009), only Mgller results were
used. Each Mgller result was used until the next measuremeanéavailable.

2. When there were both Compton and Mgller measurements (rec. 2nd to Dec. 17th, 2009), the Compton data were
averaged first for the time interval between two Mgller measients, then was averaged with the corresponding Mgller
measurement from the beginning of the interval. The averagge weighted by the statistical error. The systematic
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FIG. 10: Comparison between Compton (black solid circles) Mgller (red open squares) measurements taken duringhieeoeriod when
both polarimeters were available. The beam energy was &@&7 The error bars for Mgller represent the quadratic sutheétatistical and
systematic errors, with the statistical error is smallantthe systematic by one order of magnitude. For Comptonumeraent, the statistical
error are plotted with the data points and the systematitr €rr92% relative) are plotted along the horizontal axis. A consfind Compton
measurements gave an average of 89.45% while the averagellef Mesults wasg.74%.

uncertainty of the combined polarization was obtained ftbat of each method as

(APb/Pb)syst,combined = 1/\/(APb/Pb)S_y28t,compton + (APb/Pb);yQSt,moller’ (47)

thus was smaller than the systematic uncertainty of eitblrimetry. Each combined result was used until a next Mglle
measurement was available.

3. The beam polarization was corrected run by run for DIS#L#h For resonance kinematics, the run period was short
and a single correction was used for each kinematics.

The average beam polarization corrections are shown ire[[@lfdr all kinematics.

Left DIS#2 Right DIS#2 RES IV and V
CombinedP. (syst.) (89.29 4+ 1.19)%(88.73 4 1.50)%| (89.65 + 1.24)%

Left DIS#1 RES |, Il and llI
Megller P. (syst.) (88.18 £ 1.76)% | (90.40 4 1.54)%

TABLE V: Average beam polarizatio®. for each kinematics. These are either the combined resui®mpton and Mgller measurements
(top), or results from Mgller alone (bottom), depending drick polarimeter was available during the correspondingperiod. For DIS#1
and #2 the corrections were applied run-by-run and thessitaily-averaged value df. is shown. The uncertainties shown here are dominated
by the systematic uncertainty, which for the combined tesukre obtained using Eq.(47). For all resonance kinesathich had short
running period, a single value was used for each setting.

E. Calibration of theHRS Optics

To accurately determine the kinemati@3?, z, W) of each event, one must determine the absolute beam positidghe
target, and reconstruct the vertex position, the scageaimgle and the scattered electron’s momentum. These arileddy
beam position calibration and the HRS optics calibratierdescribed below.

1. Beam Position Calibration

As described in SeE. IIIB, the beam position information facteevent was obtained from the raster current rather tioam fr
the delayed BPM information. Calibrations between theerastrrent and the beam position thus became necessary.Pitie B
calibration can be described as:

bpm x = (bpm offset x) + (raster current x) x _ Tbpmaz , (48)

Oraster current

bpm y = (bpm offset y) + (raster current y) x _ Tbpmy (49)

Oraster current
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Figure[11 shows the beam spot distributions projected ttetiyet using the calibrated BPMA and BPMB information.

Beam Position at Target

Y position (mm)

b b b b b b b b e
-4 -3 -2 -1 0 1 2 34 5
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|
a1

|
al

FIG. 11: Calibrated beam spot distribution at the target.

2. Optics Calibration Procedure and the Resulting Uncentigis inQ? Determination

The trajectory and momentum of each electron detected wasndi@ed by calibration of the transport functions (optick
each HRS. During optics calibration runs, the VDCs wereedran to provide precise information on the particle traject
from which the hit position and angles at the focal pléng), y, ¢) can be determined [68,169]. The next step is to reconstruct
the interaction position, angle, and momentum at the tdrgat these focal plane variables, i.e., to determine thersw of the
HRS optical transport matrix. In practice, instead of a imatperation, a set of tensors up to the 5th order were useal¢alate
the target variables from the focal plane values.

The target coordinates of the scattering every,, y.,, 014, ¢14), are defined in the target coordinate system (TCS) [69] with
respect to the spectrometer central ray direction, se€lBligHere the angles, and¢,, refer to the tangent of the vertical and
horizontal angles relative to the HRS central ray. The spawter pointingD is the distance at which the spectrometer misses
the Hall center in the direction perpendicular to the spengter central ray. The sieve plane corresponds to thereeticf the
spectrometer which is located At= 1.12 m from the TCS origin. The particle hit position and the asglethe sieve plane can
be directly calculated from the focal plane variables.

The calibration procedure involves three separate steps:

1. The vertex position along the beat,.t, is related tay.,, ¢+, in the TCS as well as the pointing of the spectrometer.
The vertex calibration was done by taking data on the maltieirbon target with known foil positions. The foil positis
were determined from data using the HRS optics matrix, talfplane variables, anf. The precision omt,c,.t in the
direction perpendicular to the spectrometer central rgyvisn by

A(Zrcact sin 90) = \/(AZfoil sin 90)2 =+ (AZfoil data Sin 90)2 =+ (Al))2 . (50)

HereAziin = £2.5 mm is the uncertainty of the actual foil position caused bgsiae shifts of the target ladder during
the target cool-down. The quantityz;.; qata IS the discrepancy in oil positions obtained from calilatdata and the
expected values. If the discrepancy is found to be congistigh zero, the value-0.1 mm is used. The uncertaintyD

can be obtained from a spectrometer pointing survey wittpedy precision of:0.5 mm. If a survey was not available,
the value ofD can be derived from surveys performed at a previous speetarangle setting. In this case, one compares
the multi-carbon-foil data before and after the spectremeitation: if the observed shifts inin all foil positions can

be explained consistently by a global changéinthen the shift is added to the value bffrom the previous survey
and the uncertainty ab is taken ast0.5 mm. If neither carbon foil data nor a survey was availalé) is taken to be
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FIG. 12: Topview of the target coordinate system (TC8),, y:4, 2t5) and the sieve plane coordinate syst€ficve, Ysieve). The z¢g axis
is along the HRS central ray, thg, axis is pointing to the left, the,, axis is pointing vertically down, and the origin of the TCSilie
point along the HRS central ray that is the closest to the ¢titer. Thep,, is the tangent of the in-plane angle ah is the tangent of the
out-of-plane angle (not shown) w.r.t. the spectrometetraéray. The sieve plane is located at a drift distafice= 1.12 m from the TCS
origin, with theysieve axis pointing to the left of the spectrometer entrance aed:th.. axis pointing vertically down. The pointing of the

HRS, D, describes how much the HRS central ray misses the Hallcamtay, is the angle of the HRS central ray w.r.t. the beamline. FEgur

reproduced from Refd, [63,169]

+5 mm which is the limit of how much the spectrometer can physicaiss the Hall center. At last, the uncertainty in
the scattering angle due to the vertex calibration is

Aprg = A(Zreact sinby) /L . (51)

. The scattering angle&,,, ¢.,, were calibrated by inserting a so-called “sieve slit” plata 0.5-mm thick tungsten plate

with an array of pinholes — at the entrance of the spectram&econstruction of hole positions depends on the angle
elements of the optical matrix. The angle uncertaintiesifsieve slit calibrations are:

Aetg = \/(A:Ehole)2 + (A:Ehole data)2/L 5 (52)
A(btg = \/(Ayhole)2 + (Ayhole data)2/L 5 (53)

where the in-plane anglg,, affects the scattering angfedirectly, while the out-of-plane anglg, affectse only in the
second order and the effect is small. The quantieg,., Aynole are uncertainties in the actual hole position in the sieve
plane. The most straightforward way to determifg., yno1c IS by a survey of the sieve slit plate. The survey uncertainty
is 0.5 mm for both directions. However survey was not always domeséxh kinematic setting. Past experience has
shown that the horizontal positiag,.. is highly reproducible, ta-0.1 mm, and the vertical position, . is reproducible

to +0.5 mm due to the fact that this is the direction in which the siglage is moved into or out of the HRS entrance. Thus
if no survey was available, results from earlier surveysenesed with these additional uncertainties added. The tjigant
AZnole datar AYnole data are the discrepancy between the hole position obtained éadibration data and the expected
values. In the case where no sieve slit calibration data aka&t the angle calibration of a preceeding experiment ean b
used based on the high reliability of the HRS. In this casedatitionald-0.5 mrad of uncertainty should be added to both
Ab:4, A4 to account for possible changes in the optics.

. The most precise way to calibrate the momentum is to usti@kcattering from a carbon target or the proton inside

a water target. With a water target, the relative momendum dp/p with p the HRS central momentum setting can
be determined te-1 x 10~%. Due to the high beam energy used, elastic measurement wasssible for the present
experiment. However, water target calibration was perétmiuring the preceding experiment (HAPPEx-II)/[23]. The
HAPPEXx-IIl water calibration results were used for the presxperiment with an uncertainfy= +5 x 10~ thanks to
the established high stability of the HRS magnets and tamspstem.

The three calibration steps described above are assumeditalépendent from each other, i.e., matrix elements ctlate
position reconstruction have little dependence on thdsgéaekto angle reconstruction, etc. For all calibratiohs,dptics tensor
coefficients were determined fromy@ minimization procedure in which the events were recongdias close as possible to
the known position of the corresponding foil target or trevsislit hole.
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3. Optics Calibration Results

During the PVDIS experiment, there were seven kinematittsigs in total with one of them carried out on both Left and
Right HRS, thus there were a total of eight HRS+kinematiecsloations: Left HRS DIS #1, Left and Right HRS DIS #2, Left
HRS Resonance (RES) |, Left HRS RES I, Right HRS RES llI, RS RES IV, and Left HRS RES V. Either vertex or angle
calibrations, or both, were carried out for all eight sejtiexcept RES IV and V. The vertex calibration for Left DIS#t @he
angle calibration results for Left RES Il are shown in [Eigl 13
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FIG. 13: (Color online) Top: vertex reconstruction for Left DIS#1. The number abewaeh foil isAz¢oi data, defined as how much the
observed foil position misses the expected value. The hittedilines are fits to the peak position. For all foils we hAv&,i1 qata < 0.4 mm.
Bottom: reconstruction of the sieve hole positions for LRES II. The data are shown as scattered points and are counjoettee expected
positions (grids),. No obvious discrepancy is seen. The axe oriented such that the sieve hole pattern is as if viewesh facing the
spectrometer entrance. Two of the sieve holes are largermiters to allow identifying the center and the orientatibthe sieve plate.

4. @Q? Uncertainties

TheQ? of each event was calculated using Ed. (3). The uncertain@?iis determined by the uncertaintiesdnE and E’,
but is dominated by the scattering angle uncertainty. Th#exing angle is calculated as [53]:

_1 | costy — prgsinby

1+ 0% + ¢,

0 = cos (54)
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thus calibration of the horizontal angle, dominates the angle uncertainty. The total uncertaintyherstattering angle is the
combination of the vertex calibration Eqs. 1(50-51) akg,, from the angle calibration:

A6~ \/(AD/L)? + (Mg sinb/L)? + (Aot aatasinfp/L)? + (Adyy)? . (55)

where A¢, is either from Eq.[(5B) if a sieve slit calibration was avhit or from previous calibrations with a 0.5 mrad
additional uncertainty added. Here the drift distanck is 1.12 m as shown in Fid.12.

For some settings during PVDIS, there were both angle artéwealibrations (Left RES | and Il), or only the vertex butno
the angle calibration (Left DIS#1, Left DIS#2, Right DIS#ght RES IIl), or neither (Left RES IV and V). For both vertamnd
angle calibrations, the optics database and some survelfsré®m the HAPPEX-III experiment that ran immediatelydre
this experiment were used. For RES#l which was taken on thédRS only, the@; and the dipole magnets were set at
4.00 GeV¢, but its@2 and@3 were limited to 3.66 Ge\W/due to a power supply malfunction. This added complexityhio t
optical calibration for RES#I but did not affect the HRS guemce and the quality of the optical calibration resultskifig all
uncertainties into account, the uncertaintyJ due to HRS optics calibration is summarized in T4blk VI.

HRS Left HRS Right HRS
Kinematics DIS#1|RES V|RES IV|DIS#2| Res I|Res || DIS#2|Res llI
00(°) 129 | 140 | 150 | 20 |12.9| 129| 20 | 129
Ey (GeV) 6.067| 6.067 | 6.067 | 6.067|4.867|4.867| 4.867| 4.867
Ej (GeV) 3.66| 3.66 | 3.66 | 2.63 | 4.0 | 3.66| 2.63| 3.1
HRS pointing survey? Y N N Y N N Y N
oD (survey)(mm) 0.5 0.5 0.5

Carbon multi foil data available? Y N N Y Y Y Y Y
4D (from data, no survey) (mm) 05| 05| 05| 05
4D (no survey, no data)(mm) 5.0 5.0

0 Ztoil data (mm) 0.4 N/A N/A 0.4 2.0 0.3 0.7 1.1
0 25oil 25 | NJA | NJA | 25 | 25| 25| 25 | 25
A0 from vertex calibration (mrad), Eq._(b1D.676| 4.464| 4.464 | 0.893|0.779 0.672 0.901| 0.704
sieve survey N N N N N N N N
sieve data N N N N Y Y N N
Axnole, from prior survey (mm) 051| 051 | 051 | 0.51|0.51| 0.51| 0.51| 0.51
AZpole data (MM) 01| NA | NA | 01]01]01| 01] 01
additional A ¢, (mrad) 05 | 0.5 | 0.5 | 0.5 |none| none| 0.5° | 0.5
A0 from angle calibration (mrad), E4.(53)0.682| 0.676| 0.676 | 0.682|0.464 0.464| 0.676| 0.676
Total Ag (mrad) 0.960| 4.515| 4.515 | 1.124|0.907/0.816| 1.134| 0.976
Total AG/6 (%) 0.426| 1.848| 1.725 | 0.322|0.403 0.363| 0.325| 0.434
AE}/E) 5x 1074

Total AQ?/Q* (%)” 0.853| 3.696| 3.449 | 0.644]0.8050.725| 0.650] 0.867

“ For RES#| which was taken on the left HRS only, the and the dipole magnets were set at 4.00 Geblt itsQ-. and@ 3 were limited to
3.66 GeVt due to a power supply malfunction;
® Due to using sieve calibration taken at Left RES#;
¢ Due to using optics database from HAPPEXx-III;
4 Including uncertainties due to both scattering anfyeand momenturi\ £/, but is dominated by the former.

TABLE VI: Uncertainty inQ? determination derived from optics calibration. For eachSfhe kinematics are shown from left to right in the
chronological order.

F. HRSSimulations

For the present experiment, a simulation package calledVIBA(Hall A Monte Carlo) was used to simulate the transport
function and the acceptance of HRS. The simulation was tked to calculate the effect of electromagnetic radiativesobions
and particle identification efficiency. To ensure that HAM®rks correctly, we simulated the kinemati@3?, W, x) of the
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scattering, and it is expected that the simulated valuesldtagree with the measured ones within the uncertaintyebtitics
calibration, Tabl€VI.

In HAMC, events were generated with a uniform distributidong the beam direction and within a given raster size and the
solid angledQ2 = sin(6) df d¢, then transported through the HRS magnets using a set ofipoiials that model the electrons’
trajectories through the magnetic fields. For RES #l, a s¢paet of polynomials were developed for the mismatchirdsfie
of @2 and@s. Events that passed all magnet entrance and exit aperalr@sthin the HRS acceptance and are recorded. An
average energy loss of of 3 MeV was used for the incident reledieam to account for the effect of traversing all material
along the beamline to the target center. Multiple scatteimthe target material, energy loss due to external andnate
Brehmstrahlung and ionization loss, and #0@ pm resolution of the VDC wires were also taken into account XMC. The
physical differential cross sectiafto /(dE’dS)) and the parity-violating asymmetry were calculated usimg MSTW PDF
parametrization for each simulated event.

Because the DAQ used in the present experiment relied omiaagebased PID, PID calibration runs were carried out daily
monitor the detector and the DAQ performance. It was fouatltthe electron efficiency varied with the particle’s hit pios in
the vertical (dispersive) direction on the lead-glassaete This variation could cause a shiftin té value of the measurement
and must be incorporated into HAMC. In HAMC, the hit positimmthe lead-glass detector was calculated from the focakpla
coordinates, such that the PID efficiency measured fromaatde applied to each simulated event. The efficiency caiftd d
due to electronic module malfunction and drifts in the dimamator thresholds. For most of kinematics, such a drifs geadual
and daily calibrations were sufficient to correct for itseetf

In general, the acceptance of the HRS is defined by combih@@pening geometry of the intermediate apertures, whose
nominal settings were documented in R2f] [53]. The real ptecee however can be different from the nominal settingse T
HRS acceptance of the simulation was fine-tuned by matchiegsetapertures to the cross-section-weighted eventodistms
obtained from data. This process is illustrated in Eig. 14.

Collimator 1 exit
‘£0.10 =] €92 Q
X0.05F X0.1f-
0.00f " 0.0F
-0.05F" -0.1F~ ;
~0.10 565 — 0.00 005 %97 01 00 01 0
. m . . m
. Dipole entrancé/( ) . Dipole exit y(m)
E os5F : . Eosf '
x x
0.0f 0.0f
-0.50 | , -05F
-0.2 0.0 0.(2 )
yim
—_ 3 entrance _
£ 04 Q e £0.4
X “o02f
0.0F*
-0.2F
92 042047202 00 02 0

y(m) y(m).

FIG. 14: (Color online) Fine-tuning of the HRS acceptance in HAMC. Event distribngi from data are plotted at the collimator (entrance
of the HRSQ1), Q1 exit, entrances and exits of the dipole afg¢. From these distribution, the best estimate of the postiuhthe size of
the apertures were determined (black dashed lines andsjuiieese were then used as aperture or acceptance cuts iICHRM axes are
oriented such that the distributions are as viewed alongahntcle trajectory, withy the horizontal and: the vertical (dispersive) directions,
respectively.

Once all magnet apertures were optimized, the kineméf)ész) were calculated from HAMC using Eq§l(8,4), the beam
energyF (minus 3 MeV as mentioned earlier), and tBé and the scattering angles of the simulated events. Siy)ilag
calculated thé@?, z) values from data using the vertex coordinates,, y:4, 6+, ¢+,) reconstructed from the detected focal
plane variables, based on HRS transport functions. Theeaget between the HAMQQ?, ) and those reconstructed from
the data thus provides a measure of how well the simulatiaksvo
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Figure[I5 shows comparisons between data and simulatioallféour target variables)? andz, for Left HRS DIS #1
and Right HRS DIS #2. A summary of the comparison for all kiagos is given in TablE'Vll. The observed differences in
Q? are consistent with the uncertainties shown in Table VI feistrof the kinematics. For RES IlI, there is a two-standard-
deviation disagreement if)2, but is still negligible compared to the statistical unaamty at this kinematics. In addition, since
we interpret the asymmetry results at the meas@&aot the simulated value, this disagreement does not affedinal result
or its uncertainty evaluation and interpretation.
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FIG. 15: (Color online)Comparison between HAMC (red, dashed) and data (blackl)s&lfom top to bottom: target variable®e, dtg, yig
and(dp/p)sg — for Left HRS DIS#1,Q? andz for Left HRS DIS#1; target variables for Right HRS DIS#2? andx for Right HRS DIS#2.

G. Background Analysis

In this section we analyze all backgrounds that affect teaeted PV electron asymmetry. Assuming each backgrousd ha
an asymmetry; and affects the electron sample with a fractjpnthe correction can be applied as

(252 -5 )
1- ZZ fz ’

APhys —

(56)
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. . HAMC data relative
Kinematics )
@) | (=) [(W?)] (Q%) | (=) [(W?)|difference
(GeVie)? GeV?|(GeVic)? GeV?| inQ?

Left HRS DIS#1 1.084 ]0.241|4.294| 1.085 [0.241]4.297| < 0.1%
Left+Right HRS DIS#2 1.892 [0.294|5.424| 1.901 |0.295|5.430| 0.5%

Left HRS RES | 0.956 [0.571]1.600| 0.950 |0.571|1.595| 0.6%
Left HRS RES Il 0.832 [0.336]2.528| 0.831 |0.335|2.530| 0.1%
Right HRSRES Il | 0.745 |0.225(3.443| 0.757 |0.228|3.450| 1.6%

Left HRS RES IV 1.456 ]0.324|3.925| 1.472 (0.326]3.923| 1.1%
Left HRS RES V 1.268 ]0.282|4.109| 1.278 |0.283]4.122| 0.8%

TABLE VII: Comparison ofQ?, z, andW? between HAMC and data for all kinematics. The Left and thenRigIS#2 have been combined.
The difference inQ? between HAMC and data is smaller than Tdblé VI for most of tineatic settings.

where AP¢rv is the measured asymmetry with helicity-dependent beamections applied, and®, is the beam longitudinal
polarization presented in sectibn 1l D. When #llare small withA; comparable to or no larger thatP>*"  one can define

fi = F0 - ) )
and approximate
APYYS Mm (1+ fi) (58)
P, ’

i.e., all background corrections can be treated as muéipilie. As can be seen from Ef.158), the order of the comestis
flexible and the corrections can be applied to the measugedrastry APV before normalizing to the beam polarization. The
uncertainty of the correctiofj causes directly a relative uncertainty on the electron asgtry

AA,
Ae

= Af,. (59)

Some effects, such as charged pion and pair-productiongbaid, are very small such that corrections [Eq] (58)] ae n
necessary. For those cases only the uncertadigtyor AA. /A, is presented. The prescription of Elg.](58) was also usedhéor t
treatment of the&)?-uncertainty and radiative corrections (sectionsliTEHlandIL).

1. Charged Pion Background

Charged pions are produced in decays of nucleon resonace®fectro- and photo-productions. They are typically dom
inated by photo-productions, and thus have a smaller paidtating asymmetry than DIS electrons. This has been ooefil
by the asymmetry of the pion triggers measured during ther@xent. The charged pion background thus reduces the magni
tude of the measured asymmetry, and the effect is the laifgastcharged pions did not carry asymmetry at all. Furtheem
the high particle identification performance of the DAQ lied the pion contamination in the electron trigger to thelef
Jrje < 2% 10~* and< 4 x 10~ for the three DIS kinematics and the five resonance kines\atspectivelyl [54]. Due to
the small contamination, no correction to the measuredreleasymmetries was made. The total systematic uncertaimthe
measured electron asymmetry due to pion contamination immcagymmetry is:

AA, A+ AAL\?
(58), - o (o P

where f,. andAf. . are the event fraction of the electron trigger that is frortuakpions and its uncertaintyl; is the
measured pion asymmetry with A, its uncertainty, andd. is the measured electron asymmetry. The téAn| + AA,
corresponds to how much the pion asymmetry could differ feeno at the 68.3% confidence level. As inputs to the backgtoun
correction, the extraction of pion asymmetries is descrieow.

pion asymmetry measurement
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The PID performance of both electron and pion triggers of €) was reported in Refl [54]. To properly extract pion
asymmetries from the trigger, one must account for the effeelectron contamination in the pion triggefs, .. Becausef, /.
was relatively high and the electron asymmetries are ladigar those of pions, corrections were applied to the asynmset
extracted from the pion triggers using

bec,raw bc,raw
Ameas Aﬂ,dit fe/ﬂAe,dit 61)

1= fe/ﬂ'

whereA:f(’fijW and A:fd’irfw are asymmetries extracted from pion and electron triggespectively, with beam corrections
applied using the dithering method. Then the measured mpmmaetries were normalized with the beam polarizationpgiv

physics asymmetry results for pion inclusive production:

meas
Az

APhys _
™ Pb

(62)
Results for pion asymmetries in the DIS and resonance kitiesrare given in Tablds VIl arddIX. As described in Réf.|[Setie
narrow-path triggers of the DAQ had smaller counting deadtihan the wide-path triggers, but slightly lower PID parfance.
As a result the narrow pion triggers had more electron coimation than the wide triggers and requires a larger caoegct
which causes a larger uncertainty in the extracted pion asstny.

HRS, Kinematics | LeftDIS#1 | LeftDIS#2 | RightDIS#2
narrow path

ADCE £ NAYSI (stat) (ppm) —57.3+£8.0 | —26.0+£149 | —21.5+42
fe/m £ Afex(total) 0.2653 £ 0.0603 |0.0331 + 0.0034|0.0103 + 0.0013

Ameas £ AAT (total) (ppm) | —48.8 £ 14.0 | —22.0+£21.4 | —20.3+6.0

APDYS 4 A APDYS (total) (ppm) | —55.3 £15.9 | —24.6+24.0 | —22.9+6.8

wide path

APCE p NADCY (stat) (ppm) —49.6 £7.7 | —27.0+£14.9 | —21.4+42
fojn £ Af. q(total) 0.2176 + 0.0573|0.0281 + 0.0037[0.0091 + 0.0013

Ames £ AAReS (total) (ppm) | —41.3 £12.8 | —23.7+£21.4 | —20.3+6.0

APBYS £ A APYYS (total) (ppm) | —46.8 £14.6 | —26.54+24.0 | —22.9+6.8

TABLE VIII: For DIS kinematics: beam-corrected pion asyntriess A°“*" with their statistical uncertainties, electron contartiorain the
pion triggersf. ., pion asymmetry results after being corrected for electmmtaminationA;’°**, and physics asymmetry results for pion
inclusive productionA®™*. As described in Ref| [54], the narrow-path triggers hachkigelectron contamination, thus required a larger

correction and had a larger uncertainty in the extracted pgymmetry.

HRS | LeftRESI | LeftRESII | RightRESII | LeftRESIV Left RES V
narrow path
ADSER £ NARSI (stat) (ppm) —44.2 £40.1 | —69.8+£265 | —17.1+£8.5 21.8 £47.7 | —46.7+64.0
foyn £ Afo - (total) 0.4114 =+ 0.0201 |0.3155 + 0.0163{0.0849 + 0.0030|0.1852 + 0.0073{0.1871 £ 0.0077

Ameas £ A AT (total) (ppm) | —33.788.6 | —73.2+48.8 | —135+127 | 5224762 | —41.5+102.4
APPYS £ A APMYS (total) (ppm) | —37.3+£98.0 | —81.0+54.0 | —14.9+14.0 | 5824850 | —46.3+114.2

wide path
ADSE £ NARSI(stat) (ppm) —45.4 +£39.4 | —69.2+£26.1 | —18.3+8.5 30.9+£47.6 | —51.0+64.9
fe/n £ Afex(total) 0.3423 £+ 0.0231(0.2409 =+ 0.0200{0.0633 =£ 0.0060{0.1661 £ 0.0080|0.1598 £ 0.0086

ADeas £ A A (total) (ppm) | —39.8 £ 74.9 | —71.0+43.7 | —158+124 | 588+74.7 | —47.7+101.4
APDYS £ A APMYS (total) (ppm) | —44.0 £82.9 | —785+484 | —17.5+13.7 | 65.6+83.3 | —53.2+113.1

be,raw

TABLE IX: For resonance kinematics: beam-corrected pioymametriesA ;" with their statistical uncertainty, electron contamioati

in the pion triggersf. ., pion asymmetry results after being corrected for electmmtaminationA™**, and physics asymmetry results for
pion inclusive productiom®™*. As described in Refl [54], the narrow-path triggers hadaicelectron contamination, thus required a larger
correction and had a larger uncertainty in the extracted pgymmetry.
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HRS, Kinematics

| LeftDIS#1 | LeftDIS#2 | Right DIS#2

narrow path

Ameas £ A Ames (total) (ppm) |—48.8 + 14.0| —22.0 £21.4 | —20.3 + 6.0
AZSEE £ ADGERY (stat.) (ppm) | —78.5 + 2.7 | —140.3 £ 10.4|—139.8 + 6.6
frje £ Afrye (total) (x107%)  [(1.07 +0.24) | (1.97 £ 0.18) |(1.30 £ 0.10)
S o 0.89 x 10~* | 0.63 x 107" | 0.27 x 10~*
wide path

Ameas + A Ameas (total) (ppm) |—41.3 +12.8| —23.7 £21.4 | —20.3 + 6.0
AZSERY £ NALSEEY (stat.) (ppm) —78.3 £ 2.7 | —140.2 +10.4|—140.9 £ 6.6
Frje £ Afr)e (total) (x107%)  [(0.72 £ 0.22) | (1.64 £+ 0.17) {(0.92 + 0.13)
S 0.54 x 107* | 0.55 x 10~* [ 0.21 x 10~*

27

electron asymmetry uncertainty due to pion contamination The measured pion and electron asymmetries are listed in Ta-
bles[X andXl for the two DIS and the five resonance kinematiespectively, together with the total uncertainty due twnpi
contamination in the electron asymmetry as calculated &ith60). The values listed for the pion contamination ingleetron
triggersf, . and the electron contamination in pion trigg¢rs, and their total uncertainties are from Réf.[54]. The narrow
path triggers have larger uncertainty due to charged pickdraund because of the slightly lower pion rejection perfance.
Overall, the uncertainty due to charged pion backgrouneiig kow, at thel0—* level for all kinematics.

TABLE X: For DIS kinematics: pion asymmetry results™®®, beam-corrected electron raw asymmetty*"®" pion contamination in
electron triggers-. /., and total uncertainties on the electron asymmetry reduktgo pion backgrounfNA. /A.)

all at the10~* level.

cand(AA./A.)

Ne T ,w?

HRS | LeftRES| | LeftRES Il [Right RES IIl| LeftRESIV | Left RESV
narrow path

AR £ AAR (total) (ppm) |—33.7 £ 88.6|—73.2 £ 48.8(—13.5 £ 12.7| 52.2+76.2 |—41.5+102.4
AP £ NADSIY (stat) | —55.1+£6.8 | —63.8+£5.9 | —54.4+4.5 [—104.0 £ 15.3| —67.9 +21.3
frje £ Afrye (total) (x107%) (079 + 0.11) | (2.40 + 0.20) | (3.82 £ 0.23) | (0.26 & 0.03) | (0.45 + 0.03)

2he) 1.75 x 107 | 4.60 x 107* | 1.85 x 107* | 0.32 x 107* | 0.96 x 10~*

wide path

AP £ AAT (total) (ppm) |—39.8 £ 74.9| —71.0 £43.7|—15.8 £ 12.4| 58.8 £74.7 |—47.7+101.4
AR £ NALSE (stat.) (ppm) —54.6 £ 6.8 | —63.9 £5.9 | —54.0 £ 4.5 | —104.6 + 15.3| —67.9 £ 21.5
frje £ Afrse (total) (x107*) [(0.54 £ 0.15){(1.50 + 0.25) | (2.14 £ 0.48) | (0.22 +0.03) | (0.32 = 0.04)
2he) 1L13x107* [ 271 x107* | 1.22x 107* | 0.28 x 107* | 0.71 x 10~*

2. Pair Production Background

TABLE XI: For resonance kinematics: pion asymmetry resdlif§*, beam-corrected electron raw asymmetf***¥, pion contamination in
electron triggers’ ., and total uncertainties on the electron asymmetry redukgo pion backgrounfAAc/Ac) - . and(AAc/Ae) -

all at the10~ level.

The pair production background results from nucleon resoagroduction when the resonance decays into neutral pions
(79 that then decay intete~ pairs. Pair production from bremsstrahlung photons is tificant in the kinematics of
this experiment because pair production is highly forwpedked. Therefore, one expect that the effect from paithyprtion
background to have a similar as that from charged pions amgbtiscription of Eq[(80) can be used by replacihgwith
Ac+ and fr . with the fractional contribution of pair production to theaim electron triggerf.+ .- . For the pair-production
asymmetry, we expect it to be determined by tfephoto- and electroproduction and thus comparable to thtteotharged
pion asymmetry. The contamination factfyr. .- was determined for the two DIS kinematics by reversing theSHiRlarity
and measure the rate of positrons from tifedecay. Due to the low rate of positron events the HRS DAQ cbeldised for
these studies with the VDC and a well-understood PID. Howefie statistical uncertainties in the positron asymmueteye
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quite large due to the very low positron rate. Moreover,ttfiecontamination in the positron trigger was quite high, eatid
to be 11% and 20% for the Left DIS#1 and Right DIS#2, respelthassuming the PID performance of the detector does not
depend on the sign of the particles’ charge. The measuredrasiry of the pair-production background could not be cuee
for thew™ contamination due to the lack of knowledge on theasymmetry.

Asymmetries extracted from positive polarity runs are shawTableZXT] without corrections for the™ background or beam
polarization.

HRS Left DIS#1 Right DIS#2
ALY (ppm), narrow723.2 + 1154.7(stat.) 1216.0 4= 1304.5(stat.)
A (ppm), wide | 742.4 £ 1151.5(stat.) 1199.0 £ 1304.5(stat.)

TABLE XII: Raw positron asymmetry results. No correctiom foe beam position, energy, and polarization, ortiiebackground was made.

Because the statistical uncertainties in the positron asginy are so large, we relied on the fact thtmust have similar
asymmetries ag—. We assume the® asymmetry to be no larger than twice that of the asymmetry and estimated the
uncertainty in the electron asymmetry due to pair produnditide:

AA, AA N\
(A—e)paf\/(”e“e)2+(fe*/e—Ae ) ©3

whereA A+ describes how much. . differs from zero and the valui| A, - |+ AA.-) was used. Results fgf+ .- and their
statistical uncertainties are shown in Tahle XIll, arth& uncertainty was used fak f.+ /.- to account for possible systematic
effects in positron identification due to the high background in the rate evaluation. Results for the elecasymmetry
uncertainty due to pair production background are also shinwable XTIl

HRS Left DIS#1 Left DIS#2 Right DIS#2
Fot jo— £ Afos - (stat) (2.504 £ 0.007) x 107*{(5.154 4+ 0.001) x 107%|(4.804 & 0.001) x 1073
(22<) 41 %1074 3.5x 107° 2.3x107°
€/ pair,narrow
(82 3.5x 1074 3.7x 1072 2.3 %1072
€/ pair,wide

TABLE XIII: Results for pair production (positron) contangition in the electron triggef, + .~ and its statistical uncertainty, and the total
uncertainty on electron asymmetry due to pair productiark@mund,(AA—‘:e) . Only DIS kinematics are shown. The errors shown for

pair

fe+ o~ are statistical only, and a 30% systematic uncertainty.or). - was used in the evaluation GX‘—

There was no measurement for the pair production rate foresgnance kinematics. The valtiec 103 (the average of the
uncertainty at DIS#2) was used as the relative uncertaimytd pair production for all resonance asymmetry resultss
a conservative estimate becausethee rate ratios for resonance settings were similar to DIS #1laaadbout one order of
magnitude smaller than that of DIS#2 (see Talle 1),

3. Target EndCap Corrections

Electrons scattered off the target aluminum endcaps (Aby@@nnot be separated from those scattered off the liquid de
terium. The parity-violating asymmetries from aluminuntdahe alloying elements differ slightly from that of deuteri and a
correction must be made. Because the Al 7075 alloy is made @% aluminum, we calculate the effect from the aluminum
asymmetry below, and the effect from other non-isoscalmehts & 6% Zn and= 1.4% Cu) was estimated to be 8% of
that of Al. Based on Eqd.](2-14), the value of parity-viaigt{PV) asymmetry frona—Al scattering was calculated as

134,0, + 1440,
130, + 140,

Apl = : (64)

whereo,(,, is the cross section andi,,,) is the PV asymmetry for scattering off the proton (neutrdiie cross sections,,,)
were calculated using a fit to world resonance and DIS dalla THe asymmetriesl,,,,) were calculated using Eq. (34):
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_ ([ 3GrQ%\ Y1[2C1u(ut +ct) — Cra(dh + s1)] + Y3 200 (u”) — Caa(d )]

A = (_ 2\/§7m) A(ut +ct) + (dF +s) ; (65)
_ [ 3GrQ%\ Yi[2C1,(d" +¢T) = Cra(u’ 4 sT)] + Y3 [2Co,(u™) = Coa(d7)]

An = (_ 2\/§m) A dT +ct) + (ut +sh) ; (66)

withutf =u+a,d* =d+d, st =s+35andet =c+é.

The actual aluminum asymmetrigs,; may differ from the values calculated using Hq.l(64) due feat$ such as resonance
structure (for resonance kinematics), and nuclear eféactitar to the EMC effect of the unpolarized, parity-condeg structure
functionsF, » [71].

The EMC effect on aluminum was studied by several experim@iit-74], and data on various nuclei were extrapolated to
infinite nuclear mattef [75]. (For a recent review of EMC effesee Ref[[76].) For the two DIS kinematias 0.2 — 0.3) the
EMC effect for Al is approximately 3%. A conservative rel@iuncertainty ofl 0% was used ford; in the DIS kinematics.
For resonance kinematics, the EMC effect for Al is in the m(®— 14)%, and even larger for higher values. On the other
hand, the measured electron asymmetry at all five resonanemétics were found to be in good agreement (at the 10-15%
level) with the values calculated using PDFs| [49], and wesekthat the uncertainty id »; due to resonance structure cannot
exceed this level. Adding the nuclear and the resonanceteffequadrature, 20% relative uncertainty was used fdry; in the
resonance kinematics.

The fractional event rate from the aluminum endcapg,p, was calculated as

OAl
QAl/D = WAI/Dg (67)

wheren,,/p is the ratio of the endcap to liquid deuterium thicknessad,qa/op is the Al to deuterium per-nucleon cross-
sectional ratio from previous measuremehts [72—74] withimaiisoscalar correction. The target used for this expamirhad en-
trance and exit endcaps measured t6.686+0.011+0.003mm and).100+0.008 +0.003 mm thick, respectively (see Taljle 1),
with the first error bar from the standard deviation of mu¢timeasurements at different positions on the endcap, asettond
error from calibration of the instrument. The rati@, /p, iS7a1/p = (0.126+0.100) mmx (2.7 g/cn?) /(20 cmx0.167 glen?’) =
1.827% with an uncertainty ofA7,;/p = 0.115%.

The correction to the electron PVDIS asymmetry was appléed a

A?lfcorrcctcd — Ae(1+f_Al)7 (68)

7 Apa— A
with fa; = —(CYAI/D)AITDD. (69)

The total uncertainty due to target endcaps is

AAe A _A 2 )
< Ae )Al = \/(AOZAI/DAITDD> + [(6AA1)O[A1/D} (70)

whereay/p is from Eq. [67),Acap = (Anai/p/ma1/p)ap = 0.063a4)/p, Aar from Eqs[6#-66)Ap from Eq. [32),
andd 4, is the maximal relative difference in the Al vs, PV asymmetries caused by an EMC-like medium modificatiosoeff
and resonance structures. As stated above, the valyes= 10% for DIS and= 20% for resonance kinematics were used.
Results for the endcap correctign, and the uncertainty on the corrected electron asymmetrijsiee in Tabld XIV. As one
can see, the correction due to aluminum is atltbre* level. The effect from other non-isoscalar alloying eletsén Al 7075
was estimated to be at ti6—° level and was neglected in the analysis.

Events were also taken on a thick, “dummy” target consistihtyvo aluminum foils with their thickness approximately 10
times that of the liquid deuterium cell. The thickness wasseim such that the total radiation length of the dummy targéthes
that of the liquid B3 target. However, due to limited beam time, the asymmetrgttamty collected from the aluminum dummy
target was not precise enough to reduce the systematictaimtgidue to target endcaps.

4. Beam Transverse Asymmetry Correction

Transverse asymmetry background, also called the beamahasymmetry background, describes the effect of the electr
beam spin polarized in the direction normal to the scatteplane defined by the momentum vectors of the incident and the

scattered electrons. and E’e [77]. This beam normal asymmetry is parity-conserving angtie treated as a background of
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Kinematics | DIS#1 | DIS#2 | RES | |RES II|RES IlI|RES IV|RES V
(Aa1 — Ap)/Ap|0.567% [0.727% | 1.335%| 0.800 | 0.510 | 0.799 | 0.691
@al/D 2.0% | 2.0% | 2.0% |2.0% | 2.0% | 2.0% | 2.0%
far(x107%) | =12 | =15 | =2.7 | =16 | —1.0 | —=1.6 | —1.4
(AAc/Ae),, | 0.24% | 0.24% | 0.43% |0.43% | 0.43% | 0.43% |0.43%

TABLE XIV: Target endcap correction for all kinematics. Shohere are the relative differences between calculateché\x asymmetries,
(Aa1 — Ap)/Ap, the fractional event rate from Al endcaps, /p, corrections applied to measured electron asymmefriessing Eq. [6D),
and the relative uncertainty in the corrected electron asgtry due to endcap correctiofA A./A.); using Eq. [7D). Here, the Al and
D, asymmetries were calculated using EGSI(6/.85,66) and Si&WR008 NLO PDF[[87]. Corrections from other non-isoscaldwmying
elements in Al 7075 was estimated to be atthe® level or smaller, and thus were neglected in the analysis.

the measurement. Calculations at the pure partonic lewsV shat this asymmetry is between 0.1-0.2 ppm at the kinemati
of this experiment, but mechanisms beyond the parton l@mknhance the asymmetry by 1-2 orders of magnitude [78]. The
contribution from the beam normal asymmetfty to the measured asymmetry can be expressed as

6A = (An)S - ky with ky = ke x k. and ky, = kn /|kn| , (71)

where A,, is the beam-normal asymmetry andis the beam polarization vector. Denotifig the central scattering angle
of the spectrometer an@,. the vertical angle of the scattered electron w.r.t. the mainsetting of the spectrometer (see
Fig.[18), one hag, = (0,0,1) andl%; = (sin Oy cos by, sin Oy sin B, cos bp), giving k, = (— sin 6 sin Oy, sin Gy cos Oy, 0)
andk, = (— sin by, cos B4, 0), thus

0A = A, [—Sysinby + Sy cosby,| , (72)

whereSy, 1, are respectively the electron polarization componentsérvertical (perpendicular to the nominal scattering plane
defined by the electron beam and the central ray of the speetaw), horizontal (within the nominal plane but transedrsthe
beam), and longitudinal directions. The valueSf is thus the beam longitudinal polarizatié®. During the experiment the
beam spin components were controlleddq /S| < 27.4% and|Sy /S| < 2.5% and the average value &f. was found from
data to be less than 0.01 rad. Therefore the beam verticatigpninates this background:

(AA.),y & ApSy cosli ~ AnSy < (2.5%) Py A, . (73)
Sy (¥)
Su (X)
S. @) Ke

FIG. 16: Kinematics of the beam normal asymmetry backgrouhlde incident and the scattered electrons’ momentakarand E;, and
Sv,m,r denote respectively the incident electron’s spin poldidracomponents in the vertical, horizontal, and longihadidirections. The
central scattering angle setting of the spectrometés end the scattered electron’s momentum has an out-of-plagle denoted by, .

During the experiment, the size of the beam normal asymmgtnywas measured for DIS kinematics during dedicated “trans-
verse runs” where the beam was fully polarized in the vertizaction, 57, = ST ~ 0 andSy = P}, where the superscrifft
stands for transverse asymmetry measuremenfnis the maximum beam polarization during such measuremesytmne-
tries measured during these runs are tAf§™ = A, PL. Because the maximum beam polarization is the same for ptiodu
and transverse asymmetry running, one Rads= Sy = \/S? + S2 + S% = /1 + (0.274)% + (0.025)2S,, = 1.0375, and
the total uncertainty in the electron asymmetry can be tailed as

Ameas
< 2.4% =2

AA\  AlSy  (ABS/S)Sy  Amess gy, (74
A - Arencas - Agncas - Agncas SO Agncas '

Ae
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For DIS kinematics, we deno®@A**** as how muchA,, could differ from zero to account for the uncertainty of the

measurement, and write
AAe § Ameas
(—) < 24% gcas . (75)
Ae A,,,DIS Al

If the measured4,, is consistent with zero, the statistical uncertainty of tireasurement\ Al*¢*5(stat.) is taken ag A<,
otherwise the value dff A*?s| 4+ AA™?%) is used ag AMe?s.

Results for the beam transverse asymmetry measuremersisave in Tablé XV for the two DIS kinematics along with the
resulting uncertainty on the electron PVDIS asymmetry dugeam transverse polarizations.

Kinematics Left DIS#1 Right DIS#2
Q? (GeVie)? 1.085 1.907
AR £ AAN (stat.) (ppm, narrow)—24.15 + 15.05(23.49 + 44.91
AT (ppm, narrow) 78.45 —139.97
(A%)An . 1.18% 0.76%
Ameas 4 A ATeS (stat) (ppm, wide)| —24.66 £ 15.01|24.60 =+ 44.90
AT (ppm, wide) 78.27 —140.67
24 . 1.20% 0.76%
© Ay, wide

TABLE XV: The measured beam transverse asymmetry togetlterthe resulting uncertainty on the electron asymmetrye @hhering-
corrected values were used for botl'*** and A;,'°**. For DIS#2, the electron asymmetry is the combined valua fitee Left and the Right
HRS.

Beam transverse asymmetry measurements were not perféombe resonance kinematics. Howevéy, measured in the
DIS region has a simila)? dependence and magnitude as that measured in previous elastron scattering from the proton
and heavier nuclei [77]. This indicates the sizedgfto be determined predominantly 63?, and that the response of the target
(elastic vs. DIS) only affectd,, at higher orders. Based on this observation, we used Réftd ¢alculateA,, for all resonance
kinematics. We foundt,, to be between-38 and—80 ppm depending on the value 6F, and are always smaller than that of
the electron asymmetry. Therefore the uncertainty dué,tevas estimated for resonance kinematics as

(AA6> N ‘AnSV ‘ Sv A,
Ae A, ,RES Appens

Py A
5. Target Purity, Density Fluctuation and Other False Asyetnes

< |Sv/Py| = |Sv/SL| = 2.5% . (76)

The liquid deuterium used contained|[78389 ppm HD (hydrogen deuteride); 100 ppm H,, 4.4 ppm Ny, 0.7 ppm O,
1.5 ppm CO,< 1 ppm methane and.9 ppm CG,. The only non-negligible effect on the measured asymmeinyas from the
proton in HD. Since the proton asymmetry as given by Ed. (6%¢rd from the asymmetry of the deuteron by no more than
+(15 — 30)%, the proton in HD contributes an uncertainty(@&A. /A.);p < 0.06% to the measured electron asymmetry.

6. Rescattering and Poletip Scattering Background

In this section, two kinds of backgrounds from rescattengide the HRS spectrometers are considered. The first isodue
electrons from outside the HRS momentum acceptance whadaitter into the detector. The second effect is called tjmle
scattering”, which refers to electrons which scatterechfpmlarized electrons (Mgller scattering) in the magnetizen in the
HRS dipoles. These backgrounds are suppressed by a factbromimpared to the estimates given in Refl [19] because of our
trigger threshold for the lead-glass detector.

Using Eq.[(5Y), the correction to our asymmetry for both sasm be written as

C A
.frs - Ameas ’

(77)

where f,, is the fraction of the rescattering background a@nd = Abe" — A™eas js the difference between the background’s
asymmetry and the measured asymmetry. The correction cavelgated by integrating over the energy that contributlito
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background:

do bgr meas
1 / dE Prs(B) Ponr (7598) gutsiae (A7 — A™) (78)
outside

rsAA =
f AFyrs

(déﬁ) inside 7

where AFEnrs is the HRS energy acceptancky is the rescattering probability that describes the retatentribution of
rescattered events among all events that reach the detg@igris the probability for rescattered events that reach theatets

to pass the trigger threshold and cause an electron trizgjlg@k(,dgﬁ)insi de(ontside) is the scattering cross section inside (outside)

the HRS acceptance. The integration is done from just caithiel spectrometer acceptance (beyarth) to up to4-20% of the
nominal settingr(,. The upper limit 0220% is used because the functiét,(F) becomes negligible beyond this range.

The rescattering probabilit®,(E) was measured by the HAPPEXx experimént [19], and the reselsh@wn in FigZl7. The
probability drops to belowt 03 just outside the HRS acceptandé&y) and quickly to10~¢ at20%. Although only the positive
detune §p/p > 0) was measured, we assumed the distribution is symmetnimdrine nominal momentum of the spectrometer.
The trigger threshold factaP,,, ~ 0.1 is estimated from the location of the trigger threshold for lead glass detector. The

Dipole Field Scan: Relative Rate vs % Fiel

1 [ ]

810"
102
10°
10
10°
10°

10 "

ability

P

0 5 10 15 20 2t
& p/p(%)

FIG. 17: The functionP.s(E) determined from HAPPEX data.

parity-violating asymmetry scales with> and we found thaf,, < 2 x 107°.
In Ref. [19] an upper bound for the poletip scattering effeas found. Using that analysis, and without accountingter t
further suppression by our trigger thresholds, we estirttete

z 0.3 ppm
fpole—tip < % . (79)

Because the effects from rescattering and pole-tip saagtere both small, no correction to the asymmetry was made an
these two effects were counted as additional systematiertainties.

H. Electromagnetic Radiative Corrections

Electrons undergo radiative energy losses due to intersciuch as internal and external bremsstrahlung and tam4ass,
both before and after the scattering. This causes two effatthe measurement: 1) There is a small beam depolarizifemnt
associated with the energy loss of incident electrons; gtiergy loss of both incident and scattered electrons weaude a
difference between the kinematics reconstructed from éteated signals and what really happened at the intergotion. We
discuss these two effects separately.
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790 1. Beam Depolarization Effect in Bremsstrahlung

701 The depolarization of electron from bremsstrahlung ramfiavas calculated based on Réf./[80] and the formalism isigenl
> in AppendiXB. We define a depolarization correction

7

©

{(4.D)

fdcpol = m (80)

s WhereD is the beam depolarization factor (with zero depolarizatiorresponding t@& = 100%) and the average of a quantity
ma (a) (a = A, or A.D) is taken over the spectrometer acceptance and the cragmsec

— Jars @ - o - (acceptance)

= 81
(@) Jars © - (acceptance) (81)

s The measured asymmetry should be corrected as
Adcpolfcorrcctcd — Aglcas(l + f_dcpol) , (82)

796 Wherefdcpol = (1/faepo) — 1 = (Ac)/(A.D) — 1. An HAMC simulation was done to determine the valuef@Jpol and the
77 results are shown in Talkle X\VI.

Kinematicg DIS#1 | DIS#2 | RES | | RES Il |[RES Il | RES IV| RES V
faepol  [0.096% |0.209% |0.005% |0.028% |0.093% |0.061% | 0.081%

TABLE XVI: Beam depolarization correctiofiycpo1 for all kinematics.

798 2. Corrections for Vertex versus Detected Kinematics

799 Due to energy losses of the electrons, the kinematics anteeaiction vertex is not the same as those calculated frem th
initial beam energy and the electron’s momentum detecteh&gpectrometer. This effect is illustrated in Figl 18:csithe

E,(detected

FIG. 18: Kinematics used in HAMC to correct energy lossEsandd £’ for the incoming and outgoing electrons respectively. Tihehatics
reconstructed from the data correspond#1tQ.., and £/, while the vertex kinematics correspondsio.. andE.q..

800
sor  Shift between detected and vertex kinematics relies heawilthe experimental setup, it is desired to correct the oreds

sz asymmetry for this effect such that the corrected valuesbheacompared to theoretical expectations in an unambiguays w
s3  This correction factor is defined as:

A((QFer): (Tact)) (83)

Lt fre = <A(Q\tax7xvt>c)> ’
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and is applied to the measured asymmetry as:
Azad—corrected _ Areneas(l + ch) ) (84)

Here A((Q3.,), (zaet)) is the asymmetry calculated at the cross-section- and Hamer:pweighted values [see Hq.1(81)12fF..
andzqe, evaluated from the initial beam energy and the detectedreles momentum, an(4(Q?2,, , 7vx)) is the asymmetry
still averaged over all detected electrons following EdI)(®ut now calculated using the vertex kinematigs, andz., of
each event. Since the valgé(Q?2,, , 72, )) is the expected value of what was actually measured in therewpnt (4¢2%), the
result Arad—corrected can pe treated as the value correspondingt$,.) and (zqet). The value ofArad—corrected can thus be
compared with theoretical calculations evaluateigt.,) and(zq.+) to extract physics results.

The radiative correction was evaluated using HAMC whicltekltes both the numerator and the denominator of[Eq,. (83).
Therefore, we expect that any small imperfection in the ustdeding of the HRS acceptance or cross-section calonlatiich
as that indicated by the 2 standard-deviation disagreeim&nt between HAMC and data for RES Ill, would cancel out to the
first order, and does not lead to a larger uncertainty in tdati@e correction for this kinematics. The treatment dafiagive
effects was based on the prescription of Mo & T5al [81]. Thiited procedure is described below.

For each simulated event, the scattering afiglad the momentum of the scattered electfp, at the vertex were generated
randomly. The energy loss of incoming and outgoing elestidn andd E’ were then calculated using the formula given on
page 5-7 of Ref[[82], which includes external bremsstraginternal bremsstrahlung using the effective radiatomila, and
ionization loss. Next, the incoming electron’s energy atthrtex is calculated ds,, = Ej, — d E whereE), is the (fixed) initial
beam energy and the detected momentum of the scatteretbeleeiculated a&’;., = £y, — 6E'. If 6 andEf,,, fell within
the spectrometer acceptance, the cross section and theyRWhasry were calculated using both the detedt®gl £, ¢) and
the vertex kinematicéE ., E..., ) and were stored.

The vertex kinematic$Q?,. , W) calculated usingEy, 0, E.,.) is shown in Fig[ID for the two DIS kinematics. One
can see that the vertex kinematics of an event could faIIontaof the following categories:2H elastic (¥ < M with M the
proton mass, quasi-elasti{ ~ M), nucleon resonanced/{ < W < 2 GeV), and DISTV > 2 GeV). To evaluate the PV

‘}0 DIS #1 ‘% DIS #2 %
Q 2t Q2l
N N
o4 o4

1t 1+

O L 1 O 1 1

1 2 1 2
W(GeV) W(GeV)

FIG. 19: (Color online)Simulated vertex kinematics of the two DIS kinematics #1t)end #2 (right).

asymmetries for different vertex kinematics, the follogvprescription was used:

1. Fore—2H elastic scattering, the method from the SAMPLE experinfieditwas used, where the cross section was based
on Ref. [88] and the PV asymmetry was based on a simple moalettmpares well to the calculation of Réf.|[84]. The
strange magnetic form factar;, in this method was taken to be zero.

2. For quasi-elastic scattering, the cross section and shmmetry were calculated using the elastic scattering titam
and elastic form factors for the neutron and the proton [se&ti@h VII of Ref. [19]], then smeared for their Fermi
motion following the algorithm of Ref/[70]. The quasi-efias(qe) PV asymmetry was then calculated A% =
(Aglop! + Aslop)) /(o7 + o7)) where AT andoy,  are the elastic asymmetry and cross section for the proteu(n
tron), respectively.

3. For the nucleon resonance regian{ W < 2 GeV), the cross section was based on Refl. [70], and the asyeme
were calculated from three models: one theoretical modeh®A (1232) [@] a second theoretical model that covers
the whole resonance regldn__[86] and one “cross-sectialingcmodel” whereA, s = Z== Ay;s was used. Herelg;s
was calculated from Eq€]@C6.7IT0M 2B, 14) with MFO08 PDFs[[87]¢:. was calculated using the NMC fit of
F, [8€] structure functions an# from Ref. [70], andb,., was from Ref.[[70] which exhibits distinct resonance stnues;
The cross-section-scaling model was used only when thedtieal models do not cover the kinematics of a particular
event.
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4. For DIS (¥ > 2 GeV), the cross section was calculated using Bosted's fisdiid the PV asymmetry was calculated
using Eqs.[(ZIBIZAOITHZ I3, 14) with MSTW2008 PDF.[8@} R in Eq. [7) again Ref[[70] was used.

The physics inputs to HAMC for—2H elastic, quasi-elastic, DIS, as well as the cross secti@ns all based on existing data
and the uncertainties are small. The uncertainty of theection was thus dominated by that from the resonance asyiymet
models. The validity of these models were evaluated by coimgp#éhe measured asymmetries from the resonance kinesnatic
RES I through IV, with calculations from these models. Theeknatic coverage of resonance measurements is shown @0-ig.
These resonance asymmetries were reported in Réf. [49]it aras found that the data agree well with both resonance mod-

>
(]
© | DIS1vertex coverage
(o]

2 - RES IV

0 | | | ] | | | | ] | | |
1
W(GeV)

S L
()
o | .
o~ F DIS2 vertex
O coverage

1 —

I RES II
0 1 1 1 | 1 1 1 1 | 1 1 1

2
W(GeV)

FIG. 20: (Color online)Kinematics coverage of the four resonance measurememtsgd@ontours), compared with the DIS vertex kinematics
(black contours).

els [85, 85] except RES I. Results at RES | agreed with the twdets at the two standard deviation level. The uncertainty
from the resonance models was taken to be either the obséiffe@nce between resonance data and model, or the istaltist
uncertainty of the resonance asymmetry measurement, ed@cks larger. This gives different model uncertaintiefodlews:

e For W2 < 1.96 (GeVYy or the A(1232) region: RES I locates primarily in this region. The obser2sti relative
discrepancy between RES | data and the calculation was sdbe anodel uncertainty in this region;
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e For1.96 < W2 < 3.0 (GeVy: RES Il locates primarily in this region. Since the RES Il msyetry result agreed well
with both models, the 10.0% relative statistical uncete@i the RES Il asymmetry was used as the model uncertainty in
this region.

e For3.0 < W2 < 4.0 (GeV)y: Both RES Ill and IV locate in this region. Since the agreetweith the calculations was
well within the statistical uncertainties, the relativecartainties for RES Il and 1V (8.9% and 15.4% respectivelgre
combined, and the resulting value®©?% was used as the model uncertainty in this region.

For radiative corrections at DIS kinematics, the resonanodels affect the denominator, but not the numerator of [&8). (
Therefore the above model uncertainty affects directlyDie corrections. These uncertainties were combined wighfridac-
tional events whose vertexes fell within the correspondiingegion to estimate the uncertainty GA(Q?,., 7yt )) and f,.. For
radiative corrections at resonance kinematics, the res@nmodels affect both the denominator and the numeraton.of83).
The uncertainty of the model itself therefore cancels ouirinciple in the correction factof,.. For resonance kinematics, a
conservative0% relative uncertainty was used f@y..

The radiative correction factart f,.. obtained from the above procedure is shown in Table XV fiertivo models separately.
The average value of the two models were applied to the medsisymmetries of this experiment.

Kinematicg Resonance Modelsl((Q2.,), (z3c)) | (A(Q2%x, 22:,)) 1+ fre 1+ fre
used ppm ppm average

DIS #1 Ref. [85] —88.6 —86.8 1.021 £0.020 | 1.015£0.021
Ref.[86] —88.6 —87.8 1.009 4+ 0.020

DIS #2 Ref. [85] —159.6 —156.6 1.019 +0.004 | 1.019 £ 0.0043
Ref.[86] —159.6 —156.7 1.019 4+ 0.004

RES | Ref. [85] —93.4 —82.2 1.137 4 0.027 |1.1095 + 0.0352
Ref.[86] —89.0 —82.2 1.082 £ 0.016

RES Il Ref. [85] —65.5 —65.5 1.0002 + 0.0000{1.0205 + 0.0207
Ref.[86] 711 ~68.3  |1.0408 = 0.0082

RES III Ref. [85] —58.6 —59.1 0.9930 4 0.0014 |1.0005 + 0.0076
Ref.[86] —62.5 —62.0 1.0079 £ 0.0016

RES IV Ref. [85] —117.5 —116.7 1.0063 £ 0.0013{1.0170 £ 0.0112
Ref.[86] —123.7 —120.4 1.0276 £ 0.0055

RESV Ref. [85] —103.9 —101.4 1.0241 £ 0.0048|1.0134 £ 0.0110
Ref.[86] —103.9 —103.6 1.0027 £+ 0.0005

TABLE XVII: Radiative correction factors. For each kinerneat the simulated asymmetries using two resonance modelsh@wn. In
kinematic regions where the resonance models are not blaithe cross-section-scaling model was used. These asfyieswere input to
Eq. [83) to obtain the radiative correction factors. Resfutim the two models were averaged to provide the final cbored + f,.., and the
difference between the two was combined with uncertaimtiessonance models themselves to provide the total uricgren f,...

|I. Box Diagram Corrections

Box diagram corrections refer to effects that arise whereteetron simultaneously exchanges two bosens ¢ 2, or 22
box) with the target, and are dominated by theand theyZ box diagrams. For PVES asymmetries, the box diagram effects
include those from the interference betwegmxchange and they box, the interference betweerexchange and theZ box,
and the effect of the~ box on the electromagnetic cross sections. It is expectdtibre is at least partial cancellation among
these three terms. The box-diagram corrections were apgdie

Aboxfcorrcctcd _ (1 + f_bOX)Azncas ) (85)
Corrections for theyy box effect to the measured electron asymmetry were estihtatée f..,ox = —0.002 and —0.003
for DIS #1 and #2, respectively. For these DIS kinematics, dffects of theyZ and ZZ boxes were treated as part of the
electroweak radiative corrections and will be describe8eéc[IVD 1 [Eqs.[(86-89)]. For resonance kinematics, thelined
corrections foryy and~Z boxes (i.e. the full box correction) were estimated tofb%zboxes = +0.005. A relative 100%
uncertainty was used for all box-diagram corrections.
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IV. RESULTS
A. Asymmetry resultsfor both DIS and resonance settings

Tablel XV presents the measured asymmetries along welhr kinematics, all corrections, and the final physics astmyn
results. Ther andQ? values were obtained from the data and therefore were wesighy the scattering cross section. The
dithering-corrected asymmetries were usedl&s™" and the difference between dithering and regression metivede used
as the systematic uncertainty.4f<=¥ (see TablEIV). In addition to the corrections and unceti@épresented in SectionsTll E
througHIILl, deadtime corrections from Réf. [54] were adgaplied to the asymmetries. We chose asymmetries measytad b
narrow triggers of the DAQ adP°™" pbecause of the smaller counting deadtime and the assodciatedtainty. All corrections
were applied using EJ.(58). The largest corrections argalbeam polarization, DAQ deadtime, and electromagneiatiad
corrections. The largest uncertainties come from the bemmal asymmetry and determination of #3é values. We also note
that the pair-production background, though very smaltlierpresent experiment, causes an uncertainty typica#yooter of
magnitude larger than that from the charged pion backgrbecduse one cannot reject pair-production backgroundriizh
detectors.

B. Group trigger asymmetry resultsfor resonance kinematics

The asymmetry data taken in the resonance region are ofpartvalue: they provided the first PVES asymmetries over th
complete nucleon resonance region, and the first test okepusdron duality for electroweak observables. For nuctesonance
studies, fine-binning iV is often desired to reveal detailed resonance structuredessribed in Ref[[54], in addition to the
so-called global electron triggers that lead to the mainltepresented in the previous section, the detector packag divided
into groups, for which group electron triggers were coredrd, and data recorded in the same way as global triggettingse
RES I, II, IV and V on the left HRS had six groups, while settiRES 11l on the right HRS had eight groups. The kinematics
coverage varies between group triggers, providing diffeceverage ifV. Figurd 21l shows th@? andW coverage of the six
groups for setting RES I. As one can see, @lverange is similar but th&” coverages of the six groups are different.

8000/ 8000
6000 “ L 6000
4000 4000~
200" 2000
0:‘ » Y ‘ N ob A ‘ .
0.8 1.0 1.2 1.4 1. 0.6 0.8 1.0 1.2 1.
W(GeV) Q?(GeV)

FIG. 21: (Color online) Event distributions iff/ (left) and Q? (right) for the six DAQ groups taken at setting RES |. The cage inWW/
increases monotonously from group 1 to 6. The red dasheaghish shows the global trigger events.

Because there were overlaps in the detector grouping of &@ (Ehat is, some lead glass blocks were used as inputs to two
group triggers), approximately (10-30)% events were medrsimultaneously by two adjacent groups and the grougdrig
events were not completely uncorrelated. Nevertheleggmagtries extracted for individual groups allowed a stuflyhe
W-dependence of the asymmetry. Corrections to the raw asymirinem group triggers were applied in the same manner
presented in the previous section. Among all correctioms dorrections were expected to vary among groups to an \edisler
level, and must be evaluated carefully for individual greugeadtime (rate-dependent) and electromagnetic reel@directions
(kinematic-dependent). All other corrections either dodepend on groups, or their kinematic variation is expetidze well
below the statistical uncertainty of the measurement.

TablegXIX and_XX show respectively for the left and the rigiRS: the average kinemati¢d’) and(Q?), the raw measured
asymmetries, the two group-dependent corrections foviddal groups, and the physics asymmetry results. Comestand
uncertainties that do not depend on groups are the same aleiXVII Similar to DIS results, we used the ditheringrazted
asymmetries measured from the narrow path triggers of th@ Bé&\raw-asymmetry inputs to the analysis because the narrow
path had smaller counting deadtime and associated untétai
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Kinematics
DIS#1 |Left DIS#2|Right DIS#2 RES | RES Il RES Il RES IV RES V
E, (GeV) 6.067 6.067 4.867 4.867 4.867 6.067 6.067
0o 12.9° 20.0° 12.9° 12.9° 12.9° 15.0° 14.0°
E} (GeV) 3.66 2.63 4.00 3.66 3.10 3.66 3.66
(@) data [(GeVI)?]|  1.085 1.901 0.950 0.831 0.757 1.472 1.278
() data 0.241 0.295 0.571 0.335 0.228 0.326 0.283
(W) data (GeV) 2.073 2.330 1.263 1.591 1.857 1.981 2.030
Ys 0.434 0.661 0.340 0.353 0.411 0.467 0.451
Ry 0.808 0.876 — - - - —
Y3 Ry 0.351 0.579 — - - - —
APeTav (ppm) —78.45 | —140.30 | —139.84 —55.11 —63.75 —54.38 —104.04 —67.87
(stat.) +2.68 +10.43 +6.58 +6.77 +5.91 +4.47 +15.26 +21.25
(syst.) +0.07 +0.16 +0.46 +0.10 +0.15 +0.24 +0.26 +0.72
Corrections with systematic uncertainties
Py 88.18% 89.29% 88.73% 90.40% 90.40% 90.40% 89.65% 89.65%
AP, +1.76% +1.19% +1.50% +1.54% +1.54% +1.54% +1.24% +1.24%
1+ faepol 1.0010 1.0021 1.0005 1.0003 1.0009 1.0006 1.0008
(syst.) <10™* <107* <10™* <10™* <107* <107*
1+ far 0.9999 0.9999 0.9999 0.9997 0.9998 0.9999 0.9998 0.9999
(syst.) +0.0024 | +0.0024 +0.0024 +0.0043 +0.0043 +0.0043 +0.0043 +0.0043
1+ fdt 1.0147 1.0049 1.0093 1.0148 1.0247 1.0209 1.0076 1.0095
(syst.) +0.0009 | +0.0004 +0.0013 +0.0006 +0.0023 +0.0041 +0.0004 0.0007
1+ fec 1.015 1.019 1.1095 1.0205 1.0005 1.0170 1.0134
(syst.) +0.020 +0.004 +0.0352 +0.0207 +0.0076 +0.0112 0.0110
14 foybox 0.998 0.997 - - — — — -
1+ fw.,vaoxes — - 1.005 1.005 1.005 1.005 1.005 1.005
(syst.) +0.002 +0.003 +0.005 +0.005 +0.005 +0.005 +0.005 +0.005
Systematic uncertainties AP*Y* / AP with no correction
charged pion  |+9 x 107°|4+6 x 107°| £3 x 107° |£1.8 x 10™*|+4.6 x 107*|£1.9 x 107 *|+£3 x 1073 |+£1.0 x 10~*
pair production +0.0004 +0.004 +0.002 +0.003 40.003 +0.003 +0.003 +0.003
beamA,, +0.025 +0.025 +0.025 +0.025 +0.025 +0.025 +0.025 +0.025
Q2 +0.0085 | +0.0064 40.0065 +0.0081 +0.0073 +0.008 +0.035 +0.037
rescattering < 0.002 | <« 0.002 < 0.002 < 0.002 < 0.002 < 0.002 < 0.002 < 0.002
target impurity +0.0006 | +£0.0006 +0.0006 +0.0006 +0.0006 +0.0006 +0.0006 +0.0006
Asymmetry Results
APRYS (ppm) —91.10 —160.80 —68.62 —73.75 —61.49 —118.97 | —77.50
(stat.) +3.11 +6.39 +8.43 +6.84 +5.05 +17.45 +24.27
(syst.) +2.97 +3.12 +3.26 +2.78 +2.06 +5.54 +3.84
(total) +4.30 +7.12 +9.04 +7.38 +5.46 +18.31 +24.57

TABLE XVIII: Asymmetry results one—2H parity-violating scattering from the PVDIS experimentlagb. The DIS results were previously
published in Ref|[48]. The kinematics shown include thetbeaergyE;, central angle and momentum settings of the spectrorfigtét), the
actual kinematics averaged from the data (cross-sectaighted)(Q?) and(z), the kinematics factor [calculated usind@?), (z), E, and

Eq. [@)], the PDF valence quark distribution function rafip calculated from MSTW2008 [87] Leading-Order parameteidreand Eq[3IL,
and the producl’s Ry that provides the lever arm for isolating tlig, contribution to the asymmetry. The electron asymmetrig¢ained
from the narrow trigger of the DAQ with beam dithering cotrens, A”<*®", were corrected for the effects from the beam polarizafipn
and many systematic effects including: the beam depoh’n'rzeffectfdepo], the target aluminum endcaf,, the DAQ deadtimefy, [IQ], the
radiative correctiorf;. that includes effects from energy losses of incoming antteeal electrons as well as the spectrometer acceptance and
detector efficiencies, and the box-diagram correcfipn,. (for DIS) andf.,, -, zuoxes (fOr resonances). Systematic effects that do not require
a correction to the asymmetry include: the charged pion laaghéir production background , the beam normal asymmaégymcertainty in

the determination of)?, the re-scattering background, and the target impurityalfiesults on the physics asymmetri€d™* are shown with
their statistical, systematic, and total uncertainties.
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Group | 1 2 3 4 5 6
RES|I
(@) daa[(GeV/c)?]| 0.992  0.966 0.948 0.940  0.931  0.940
(W) data(GeV) 1.119  1.175  1.245 1305  1.350  1.364

AP (hpm) | —30.84 —57.65 —54.01 —46.12 —60.24 —95.49
(stat.) 1831 1434 1151 11.33 1441 2385
1+ fa 1.0077 1.0089 1.0105 1.0106 1.0088 1.0069
(syst.) 0.0004 0.0009 0.0004 0.0010 0.0008 0.0009
1+ fre 1.359  1.150 1.045 1.024 1.011  1.010
(syst.) 0.155 0.031 0.014 0.005 0.004 0.004

APPYS (ppm) | —46.95 —74.35 —63.37 —53.05 —68.26 —107.89
(stat.) +27.87 +£18.49 +13.50 +13.03 +16.33 +26.95
(syst.) +7.42 +£3.36 +226 +1.77 4226 +£3.58
(total) +28.84 +18.80 +£13.69 +13.15 +16.48 =+27.18

RES I

(@) daa][(GeV/c)?]| 0.856  0.849 0.834 0.820 0.808  0.819
(W) data(GeV) 1.503  1.533 1.583 1.629  1.662  1.672

AbeT™(hpm) | —60.67 —55.15 —77.16 —65.46 —65.92 —61.73
(stat.) 1324 1118 1055 1057 1295  20.71
1+ fas 1.0134 1.0152 1.0160 1.0158 1.0135 1.0107
(syst.) 0.0008 0.0017 0.0006 0.0014 0.0012 0.0015
1+ fre 1.032  1.017 1012 1.000 0.995  0.995
(syst.) 0.006  0.003 0.002 < 0.001 0.001 0.001

APYS (ppm) | —70.56 —63.31 —88.21 —73.94 —73.91 —69.02
(stat.) +15.40 +12.83 £12.06 £11.94 +14.52 £23.16
(syst.) 4£2.35  £2.09 £2.80 4242 £242 £2.26
(total) +15.58 £13.00 £12.40 +12.18 +14.72 £23.27

RES IV

(Q¥)aatal(GeV/c)?]| 1.531  1.533 1.473 1442 1427  1.378
(W)aaa(GeV) | 1.901  1.922  1.978 2020 2.049  2.071
AT (ppm) [ —103.29 —91.13 —82.82 —117.19 —142.95 87.30

(stat.) 32.87 3221 2724 27.00 3752  96.85
1+ far 1.0057 1.0057 1.0061 1.0061 1.0055 1.0049
(syst.) 0.0003 0.0004 0.0003 0.0004 0.0004 0.0003
L+ fre 1.013  1.013 1.020 1.027 1.031  1.032
(syst.) 0.003  0.003 0.004 0.005 0.006 0.006
APYS (ppm)  [—118.02 —104.13 —95.32 —135.81 —166.21 101.54
(stat.) +37.56 +36.80 +£31.35 +31.29 +43.62 +112.65
(syst.) +5.43  +4.79 +4.39 4628 +7.70 +4.71
(total) +37.95 +37.11 £31.66 +31.91 +44.30 +£112.75

TABLE XIX: From left HRS group triggers{WV) and(Q?) from data (cross-section weighted), beam-(ditheringrjmed raw asymmetries
from narrow triggers, and group-dependent correctionsrréétions and uncertainties that do not depend on groupsharsame as in
Table[XVIand are not shown here. After all corrections applied, the final asymmetries are shown in the last row foh satting.
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C. Test of quark-hadron duality using resonance PV asymmetries

Figure[22 shows th&/’-dependence of the group-trigger resonance asymmetrgts’eoéﬁ‘gs of Tabled XTX and XX, scaled
by 1/Q2. The data of adjacent bins in each kinematics typically lze28-30% overlap and are thus correlated, while the lowest
and the highest bins of each kinematics have larger ovewithsheir adjacent bins. Figute P2 illustrates that allrasyetry
data are consistent with the three resonance models andh&ifblS estimation. No significant resonance structure senled



Group 1 2 3 4 5 6 7 8
RES I

(Q%)data[(GeV/c)?]| 0.731  0.719 0.730 0.744 0.761 0.777 0.796 0.799
(W) data(GeV) 1.928 1.923 1905 1.880 1.851 1.820 1.790 1.771
Agfgrw(ppm) —58.62 —38.74 —56.02 —56.74 —56.67 —57.15 —52.57 —35.99
(stat.) 26.82 13.05 995 9.57 958 997 11.13 24.24
1+ fat 1.0127 1.0148 1.0169 1.0174 1.0173 1.0170 1.0161 1.0127
(syst.) 0.0011 0.0010 0.0011 0.0010 0.0010 0.0010 0.0011 0.0012
1+ fre 1.022 1.021 1.024 1.026 1.025 1.024 1.020 1.010
(syst.) 0.004 0.004 0.005 0.005 0.005 0.005 0.004 0.002
APYYS (ppm) —67.50 —44.66 —64.90 —65.90 —65.75 —66.22 —60.62 —40.96
(stat.) +30.88 +£15.05 £11.53 +11.12 £11.12 £11.55 +12.83 £27.59
(syst.) +2.25 +£1.49 £2.17 +£2.21 £2.20 £2.21 £2.02 £1.36
(total) +30.97 +£15.12 £11.73 £11.33 +£11.33 £11.76 +12.99 £27.62
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TABLE XX: From right HRS group triggers{WW) and(Q?) from data (cross-section-weighted), beam-(ditherirascted raw asymmetries
from narrow triggers, and group-dependent correctionsrrégtions and uncertainties that do not depend on groupsharsame as in
Table[XVIland are not shown here. After all corrections apglied, the final asymmetries are shown in the last row foh satting. We did
not perform a group analysis for setting RES V because oféhg-low statistics.
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FIG. 22: (Color onlind From Ref. [4B]: W-dependence of the parity-violating asymmetriegi#?H scattering in the nucleon resonance
region. The physics asymmetry resuit 135 for the four kinematics RES I, Il, Il and IV (solid circlespkid squares, solid triangles, and open
triangles, respectively), in parts per million (ppm), acalsd byl/Q? and compared with calculations from Réf.[85] (Theory A, ki),
Ref. [86] (Theory B, dotted), Ref. [B9] (Theory C, solid) athe: DIS estimation (dash-double-dotted) using Eql (32) tie extrapolated CJ
PDF [90]. The vertical error bars for the data are statibtioaertainties, while the horizontal error bars indicdtte toot-mean-square values
of the W coverage of each bin. The experimental systematic unoéigaiare shown as the shaded bands at the bottom. For eduhfolir
kinematics, calculations were performed at the figgdand Q? values of each of the RES I, II, lll and IV settings and with aiagon in 1/

to match the coverage of the data. Theories B and C each haedtrves showing the central values and the upper andwiee bmunds of
the calculation. Uncertainties of the DIS calculation wieeébow 1 ppm and are not visible.
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in the W-dependence of the asymmetries.

The agreement with DIS-based calculations indicates tiatlkghadron duality holds for PVES asymmetries on the dente
at the(10 — 15)% level throughout the resonance region, €t values just below 1 (GeV)?. These results are comparable
to the unpolarized electromagnetic structure functioradeltich verified duality at thé5 — 10)% level for the proton and
(15 — 20)% for the neutron at simila®? values, although the unpolarized measurements providgéet besolution inl¥” and
covered a broader kinematic range! [40,/41, 45].

D. Extraction of electron-quark effective coupling Cs, from DIS asymmetries
1. Calculation of PVDIS asymmetry sensitivity(de,

In order to extract the electron-quark VA couplings,, one must first study the sensitivity of the measured PVDy@wasetry
to Cy,. Equatior 2 was used for this purpose. In this section, mpuEq[2 will be explained in detail, including all physical
constants and couplings and the structure function evatuatyncertainties due to higher twist effects will be dissed at the
end.

Electroweak radiative corrections were applied to all dmgs used in the calculation of the asymmetry. The elecagpmetic
fine structure constant was evolved to the measurégf-values fromagas|gz—o = 1/137.036 [52]. The evaluation takes
into account purely electromagnetic vacuum polarizatibhe Fermi constant i&r = 1.1663787(6) x 10~°> GeV~?2 [54].
The C14,2, Were evaluated using Table 7 and Eq. (114-115) of Ref. [9blatmeasured)?-values in the modified minimal
subtraction ¥IS) scheme using a fixed Higgs makh; = 125.5 GeV:

2

CP,' = —0.1887—0.0011 x = In((Q*)/0.14GeV?) (86)
~1

CSM = 0.3419 — 0.0011 x = In((Q?)/0.14GeV?) (87)

o' = —0.0351 — 0.0009 In((Q?)/0.078 GeV?) (88)

CM = 0.0248 4 0.0007 In((Q?)/0.021 GeV?) (89)

and it is expected that the uncertainty is negligible. Eiquat[86E89) include the “charge radius effect” and an estinof the
interference betweemexchange and theZ box, but not the effect from they box. The effect from the~ box was applied
as a correction to the measured asymmetry as describedviogsesections.

To express the measured asymmetries in ter2€gf — C1 4, and2C5,, — Ca4, We calculated thé“f_gz structure functionsin
Egs. [RCINIL) and the resulting 5 contribution to the asymmetry, see Table XXI. Here the apipmationY; = 1 was used,
which is valid if RY = R”Z. Also shown in Tabl&ZXX| are values af’;,, — C14 and2C»,, — Co4 evaluated at th@?-values of
the measurement. Three different parton distributiontions (PDFs) were used: the CTEQ/JLab (“CJ")fit [90] whicbyides
structure functions at the next-to-leading order (NLO&, @10 [92] (NLO only), and the leading-order (LO) MSTW2083
fits. The CT10 and the MSTW2008 fits provide only PDF valuesrnmitthe structure functions. For these two fits the quark-
parton model (QPM) [Eqs(A[2-1L4)] was used to calculatectitre functions from PDFs. The parametrization most slétdy
our kinematics is the CJ fit, and it provides three differatssthe medium (mid), minimum, and maximum. However the CJ
fit is not applicable foxQ2-values belowi.7 (GeVic)?. From theQ? = 1.901 (GeVic)?> comparison we found that the result of
the LO MSTW2008 fit is closest to CJ, therefore it was used tierpret the? = 1.085 (GeV/c)? result. Results in Tab[e_XXI
were also used for uncertainty estimation: the variaticaben various fits (three fits f@p? = 1.901 (GeV/c)? and two fits for
Q? = 1.085 (GeVlc)?) are at the level of relative 0.5% for the term and relative 5% for the; term of the asymmetry. The
“valence quark only” values [Ed_(B3)] are also shown in These values differ from the PDF-based calculatiombty
more than 2% and 20% for thg and theas terms respectively, which explains in part why the caldata are in-sensitive to
the choice of the PDF fits.

As can be seen from Eq._(47.128), the; terms of the asymmetry are proportional to thg, couplings, respectively. This
proportionality, i.e. the coefficient faxC,,, — C14 or 2Cs, — Caq4 in the asymmetry, describes quantitatively the sensjtivit
to these couplings. To interpret the asymmetry results éoi &2 values consistently, we used the MSTW2008 LO values in
Table[XX] as the nominal values and found for DIS setting #dy; = —87.7 4+ 0.7 ppm where the uncertainty is dominated by
that from the PDFs. The sensitivity to the effective cougdiiis

Asm (115.63 ppm)(2C1, — Ciq) + (40.26 ppm)(2Cs, — Caq) (90)

= (1.156 x 1074 [(2C1, — C14) + 0.348(2C%, — Caq)] (91)



959

960

961

962

963

964

965

966

967

968

969

970

971

972

973

974

975

976

977

Q%) =1.085,| (Q?* = 1.901,
(x) = 0.241 (x) = 0.295
Physical couplings used in the Calculation

apm(Q?) 1/134.45 1/134.20
oM —0.1902 —0.1906
M 0.3427 0.3429
205M _ ofM —0.7231 —0.7241
csM —0.0375 —0.0380
CSM 0.0276 0.0280
205M _ o5 —0.1025 —0.1039

a1, az terms inAsu, in ppm
“valence quark only” —83.07, —5.11|—145.49, —14.28
CTEQ/JLab (CJ) full fit, mid NA —147.37, —-12.12

min NA —147.41, —12.99

max NA —147.40, —13.07
“PDF+QPM” MSTW2008 LO —83.61, —4.13| —146.43, —12.48
“PDF+QPM” CT10 (NLO) —84.06, —4.35 | —146.64, —12.89

coefficients foC1,, — Ci4, 2C2, — Caq In Agy, IN ppm

“valence quark only” 114.88,49.82 | 200.92,137.51
CTEQ/JLab (CJ) full fit, mid NA 203.52, 116.68

min NA 203.58, 125.01

max NA 203.56, 125.78
“PDF+QPM” MSTW2008 LO 115.63,40.26 | 202.22,120.08
“PDF+QPM” CT10 (NLO) 116.25,42.41 | 202.51,124.08
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TABLE XXI: From Supplemental Tables of Ref. [48]: Comparisof Standard-Model (SM) prediction for the asymmetrsy, using
different structure functions: LO MSTW200B_[87], (NLO) CO192], and the CTEQ/JLab (CJ) [90] fits. The CJ fits include & se
middle, minimal, and maximal — to provide the nominal valfi¢he PDF and the uncertainties. Values me(QQ) were calculated using
apm(Q? = 0) = 1/137.036. The weak couplings at the measur@d-values,C7% (Q?), were based on Table 7 and Eq. (114-115) of
Ref. [91].

For DIS setting #2Asm = (—158.9 £ 1.0) ppm and

Asm = (202.22 ppm)(2C7, — Ci4) + (120.08 ppm)(2C2, — Caqg) (92)
= (2.022 x 107 %) [(2C14 — C1a) + 0.594(2C%, — Ca4)] - (93)

The uncertainties in the sensitivity #d,,, — C14 and2Cs,, — Cy4 are 0.5% and 5%, respectively, as described in the previous
paragraph. The resulting uncertainty in #@,,, — C, extraction due to the PDF fits i5(2C5,, — Co4)(PDF) = +£0.011.

The above calculation used the approximation fiat= 1 which is valid if R¥ = R%. The effect of possible differences
betweenRk”Z and R” was studied in Ref[ [93]: to account for a shift of 1 ppm in tlsgrametry, 7.7% and 4.5% differences
betweenR?? and R” are needed, for DIS settings #1 and #2, respectively. Sugle Wifferences were considered highly
unlikely and the uncertainty in the asymmetry due to theiptesdifference betweeR "% andR” was considered to be negligible
compared to the statistical uncertainties of the measureme

The higher-twist (HT) effects refer to the interaction beém quarks inside the nucleon at IG¥, where QCD perturbation
theory breaks down. At a relatively lo@?, but not low enough for the effective QCD coupling to divergee HT effects
introduce al /Q?-dependence to the structure functions in addition tolith@> perturbative QCD evolution. The HT effects
modify the PVDIS asymmetry through a change in the absamatioss-section rati&” in Egs. [@.Y), or through changes in
the structure function ratias, andas of Eq. (I1). The effect o™ was estimated in Ref, [94] and was found to be negligible.
Studies of the HT effects on the PVDIS asymmetry through gharin the structure functions can be dated back to the SLAC
E122 experiment [95, 96], where it was argued that the HTceffen thea; term of the asymmetry are very small. The
most recent discussions on HT effects of the PVDIS asymmetpyesented by work in Ref$, [97+99], indicated that the HT
contribution to thes; term is at or below the order @5%/Q? for the = range of this experiment, wherg? is in units of
(GeVic)?.

There is no theoretical estimation of the HT effects ondhéerm of the asymmetry. However, this term is bounded by data
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on the neutrino structure functidiy [94], which has the same quark contemi@?. If applying the observedy higher-twist
Q?%-dependence tFQZ alone, one expects the asymmetry to shifthy.7 ppm and+1.2 ppm for DIS#1 and #2, respectively.
We used these values as the uncertainty inuthierm due to HT effects.

Overall, a combination of theoretical and experimentalratsuon the HT effects indicate that they do not exceed 1% of our
measured asymmetry. The uncertainties indhand theas terms due to HT were evaluated separately, and the corrdspmpn
uncertainty iReCs,, — Csy4 is £0.012, and is quite small compared to the experimental uncergsint

2. Global fit to effective couplingSi, and Cs,

Including the two DIS points obtained by our experimenty¢hare enough data to perform a simultaneous fit to the three
linear combinations of effective couplings;,, = C1,, + 2C14, 2C1 — C14, and2C5,, — Coy. To do this, we used the constraint
extracted from atomic parity violation in Gs [32] as quotedrief. [91],

188 Cy + 211 Cyq = 36.35 + 0.21 , (94)

where we relied on the most recent atomic structure calonlan Ref. [35]. We also employed the latest, result from

Ref. [31]:
2C1y + C1qg —0.0004 = —0.032 4= 0.006 , (95)

where the small adjustment on the left-hand side is from kbet®n charge radius [91]. Finally, we included the 11 qmtimts

of the SLAC—-E122 experimeritl[9]. For the E122 asymmetriesemployed Eq[(32) with = a(Q?) andR¢c = 0, while the
values ofRs and Ry are shown in Table_XX]l. To account for the differep® values of these measurements, we adjusted the
effective couplings using Ed._($6489). Note that theseaxdions were applied to our DIS points as well, see Tablg XXI.

There are various E122 point-to-point errors which we addepliadrature (following the original publicatior [9]), éthen
we added the result again quadratically to the statisticar® (rather than linearly as in Reff] [9]). In addition, thelarization
uncertainty was common to all data points. This resulted %%acorrelated uncertainty in the scale of the asymmetries. W
constructed the corresponding covariance matrix and dieclut in our fits.

As for the two DIS points of the present experiment, we errethe conservative side and approximated their systensae (
Table[XVIII) and theory uncertainties as fully correlatethe latter are composed of PDF uncertainties of 0.76% amdserr
originating from higher twist (quark-quark correlatiorifeets. The higher twist uncertainties enter separatetiarcorrelated
for thea; and theas terms. As explained in the previous section, the HT unagtaina; term was taken to b@5%/Q? with
Q? in (GeVic)?, or 0.39 ppm averaged over DIS#1 and #2, and that fouitterm was estimated froff} data to be 0.7 ppm
and 1.2 ppm, respectively, for DIS#1 and DIS#2.

We then obtain the best fit result and correlation matrix,

Ciu+2C1g= 0489+£0.005| 1.00 —0.94 0.42
2C1, — Cig=—-0.708£0.016 | —0.94 1.00 —0.45 (96)
20, — Cyq = —0.145£0.068| 0.42 —0.45 1.00

where they? per degree of freedom is 17.3/12, corresponding to a 14%apility. These results are shown in Aig] 23. Fidurk 23
shows our results have greatly improved the uncertaintyheretfective coupling’s,, 24 and are in good agreement with the
Standard Model prediction. The result 6, alone is|[48]

(2034 — Caa) |g2—o = —0.145 + 0.066 (exp.) + 0.011 (PDF) + 0.012 (HT) (97)
= —0.145 4 0.068 (total). (98)

We note that this is the first time we observe the combingtary,, — Cs4) to be non-zero at the two standard deviation level.

Because thé€)y, is axial-vector in nature at the quark vertex, the resultaf&8) can be interpreted as the first direct evidence
that quarks do exhibit a chirality preference when inténaptvith electrons through the neutral weak forice [100].

3. Extracting mass limits

A comparison of the present result 6f, 2, with the Standard Model prediction can be used to set masts limbelow
which new interactions are unlikely to occur. For the cadeslectron and quark compositeness, we used the conventions
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FIG. 23: From Ref.[[48]: results of2C}, — C1a)|g2=0 and(2Ca2, — C24)|g2—¢ from the present experiment. The right panel shows an
enlarged view with the vertical and the horizontal axis atshme scale. The new results (blue horizontal-line-hdtelgpse) are compared
with SLAC E122 (yellow ellipse)[[8.19]. The latest data 6h, [31] (from PVES and Atomic Cd [32-35]) are shown as the mament
vertical-line-hatched band. The green slanted-lineHetcellipse shows the combined result of SLAC E122 and tlesti&t,, while the red
line-cross-hatched ellipse shows the combined result #(CSE122, the present experiment, and the laést The Standard Model value
2Ca, — Cadlg2—0 = —0.0950 £ 0.0004 is shown as the black dot, where the size of the dot is for Niigib

from Ref. [101] and the procedure followed by the LEP 2 Cadlahions, described in Ref, [102]. The new-physics eféecti
Lagrangian foeq interactions is given by [101]

2
g _ _
Leg = 2 E Nij €iVuei GV (99)
i,j=L,R

whereA is defined([101] for strong couplinge. relative tog? = 4. Forn., = nrr, = —nLr = —mrr = 1, and adding the
SM contribution, one then obtains

G 21
Leg = {TSOQ(I(SM) + %} EYue QV“VSQ (100)
Co(SM) + 6Coy(new) _  _ Coq _ _
= C2(SM) 5 22(06W) 5 eqyyg = 708 e "1 (101)

wheredCy,(new) is the deviation iy, from the SM value that may be related to beyond-the-SM plysind the quantity
v=(vV2GFp) /% = 246.22 GeV is the Higgs vacuum expectation value which sets thereleeak scale.

If a measurement of the effective couplin@,, or a fit to some data set, finds a central valiyg, then the best estimate of
the new physics contribution would be given by

) _
g 4w Cyy — Oy (SM)
S == ) (102)
For the expected (projected) limits, one assuihe = Ca,(SM), in which case the 90% confidence-level (CL) central range fo
Cyq is given by
—1.645 ACs; < §Cyq(new) < 1.645 ACy, , (103)

whereAC), is the total (statistical + systematic + theoreticaly incertainty from the extraction. The endpoints of this ng
can be interpreted as the 95% CL upper and lower limitS'gf However, it is conventional to consider the two possibgsi
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w26 choices ofy? /A? as two different “models”, quoting two separate limits,. Half of the probability distribution is then excluded
1027 by construction and one has to renormalize the remaining Pphais amounts to the 95% CL:

|6CQQ(IIGW)| < 1.96 ACQq . (104)

In the general caségq # Cs4(SM), we find instead the 95% CL limits,

0.95 F 0.05 erf <M>] |

Cou|T = + [Coy — Coy (SM)] 4+ V2 ACs, erf ™!
|Cay [Caq — Caq(SM)] 29 €T VZACH,

1028 Where

erf(z) = % ; dte (105)

wee  is the Gauss error function aref ! (z) its inverse.
1030 A complication arises if a given observable or data set (ascte case at hand) is not sensitive to a specific flavor aperat
wa  In the case where andd quarks are involved, we can rewrite,

Low + Log = 627“ [Cow @y yPu + Cag dy"y°d] (106)
102 in terms of two rotated operators,
Lew+ Leqg = ;” (cos & Oy + sin & Caq) (cosfz’w“fu +sin & J7“75d)
+ 62752 (—siné Cay + cos € Cag) (— sin€ uyy°u + cos £ dy"y°d) . (107)

For example, in the operator basis in which

w0 Eq. (I0T) becomes

&yue (202, — Cag) (2uy"yPu — dyty5d)

Lew + Lead = 202 \/5 \/5
_ avi 5y + 2dyH~Sd
+67#26 (Cay +2C3q) (U7 Y u A+ 2dy"y ) (108)
2v \/5 \/5

w4 Experimentsin PVDIS on isoscalar targets are only semeditithe operator in the first line of E.(108). The same appli¢he

1035 analogously defined rotation angle between the couplingsandC1 4. In this case, the second line turns out to be proportional
w3 to the weak charge of the neutron. In other words, the wealgehaf the neutron (but not that of the proton) contains dyact
w7 Orthogonal information to that provided by our experiment.

1038 We determined the combinatiod,Cy, — Caq, in the last line of the fit result i (96). Currently, the SMegiction is

103 [2Coy, — Coq](SM) = —0.0949, and so the new physics scale corresponding to this opesatounded (at the 95% CL) by,

\/_87r
A = 5.7 TeV 109
* 7 N\ 2C, = o |202u—02d|+ 0.104 eV (109)
A > =4.5TeV. 110
\ |202u - O2d| \/ (110)

w0 Results on the new mass limits are shown in Eig. 24. The ingmant on the’,, mass limit is approximately a factor af5.

s  We note that while collider experiments have set highertirah new compositeness that are vector-electron and eeahbr-
w2 Quarkin nature, their observables are sensitive to a caatibimof different chiral structures, and such limits catydoe derived
w3 by assuming all other chiral terms are zero. Such an assomigtnot necessary for the present experiment since we mezhsu
w0 Chy directly. Equations{108-110) provide model-independeass limits on the electron-quark VA contact interactiond a
s Should be satisfied by any model of new physics.




1046

1047

1048

1049

1050

1051

1052

1053

1054

1055

1056

1057

1058

1059

1060

1061

1062

1063

1064

1065

1066

1067

46

15

o) [TeV]

~Gad |-
o (6)]

/\ ([2C2u

15 ! L
15 10 5 0 5 10 15

NA([2C, -Gy bZ -0 ) [TeV]

FIG. 24: From Ref.[[48]: Mass exclusion limits on the elentemd quark compositeness and contact interactions obtéine the zerag)?
values o2C,, — C14 and2C%,, — C24 at the 95% confidence level. The yellow contour shows the bimiained from SLAC E122 asymmetry
results[[8[9] combined with the best, values[[3f]. The red contour shows the limit with our new hesadded.

V. SUMMARY

In this paper we document the PVDIS experiment performecefierdon Lab using the 6 GeV longitudinally-polarized
electron beam. We archive the experimental setup, the dalgisis procedure, all corrections applied to the asymynatrd
all asymmetry results. Asymmetry results from DIS setti(ifgble[XVII) were used to extract the electron-quark efffiee
couplingsCi4,2, and the associate mass limits on new contact interactidmsselDIS results have been published in Ref.[48].
Our results orCy, improved over existing data by a factor of five and agreed with the Standard Model prediction. They
also showed for the first time tha€s,, — Co4 is non-zero at the two standard-deviation level, indiaatirat the parity-violating
asymmetry measured in electron deep inelastic scattedeg ceive a contribution from the quarks’ chiral prefeesin neutral
weak interaction. Mass limits on new electron-quark VA emtinteractions were extracted from a¢'s,, — Cy, result, and
have improved over existing limits from PVES by a factds. Our mass limits are valid for all new electron-quark cottac
interactions that have the VA chiral structure, and are dempntary to limits obtained from collider experiments.

Asymmetries in the nuclear resonance region are reportédbie[XVIIl and theirl¥-dependence in Tablés XIX ahd XX.
These results were published previously in Ref| [49]. Osonance asymmetry results are in good agreement with tiwdre
predictions. They also agree well with DIS calculation®exted to our kinematics, and do not show distinct resondanestsre.
This indicates that quark-hadron duality works for PVESnas\etries at the 10-15% level.

We also report on parity-violating asymmetries of inclegpion production (Tablés VIl aid1X), pair production (TelXII),
and beam-normal asymmetries (TablelXV). The results artuufm background evaluation for other PVES experiments,
including those planned for the JLab 12 GeV program.

APPENDIX A: RE-ANALYSISOF E122 ASYMMETRY RESULTS

To study the sensitivity of the E122 asymmetry result€'tg couplings, we show these kinematics in Tdble XXl including
the values foivs and Ry. Calculations ofRy were based on the MSTW2008 parameterizalioh [87] of theopatistribution
functions. Also shown are the simplified valueléfwhich were used in the original analy<is [9]:

- 1—(1-1y)?
}/z;lmphﬁed _ ( y) ’ (Al)
1+ (1—-y)?
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and which we continued to use in this re-analysis. Note, hewé¢hat the use of EJ._(A1) tends to overestimate the ajreauwll
sensitivity to theCs,. Equation[(3PR) illustrates that the proddétRy provides the lever arm to isolate tli&, contribution to

the asymmetry. The relatively small values and coverage; &fi- in E122 were largely due to the small and fixed scattering

angle (#), and were not ideal for isolating th&,, term.

By, (GeV)| Q2 (GeVI?| = | y | s |yomelified Rs Ry yimplified
16.2 0.92 0.14|0.22/0.19] 0.24 |0.071 £0.014|0.623 £+ 0.014 0.152
19.4 1.53 0.28/0.15/0.15 0.16 |0.022 4 0.005(0.859 4 0.012 0.138
19.4 1.52 0.26/0.16/0.16] 0.17 |0.027 4+ 0.006|0.836 4+ 0.012 0.144
19.4 1.33 0.16/0.23|0.21] 0.26 |0.068 4 0.012|0.671 £+ 0.014 0.171
19.4 1.28 0.14|0.25/0.23) 0.28 |0.082 4+ 0.013|0.630 £+ 0.014 0.176
19.4 1.25 0.13]0.26|0.24f 0.29 |0.090 £ 0.013|0.608 £ 0.013 0.178
19.4 1.16 0.11]0.29/0.26] 0.33 |0.107 £+ 0.013|0.563 £+ 0.013 0.186
19.4 1.07 0.09/0.32/0.29] 0.37 |0.127 +0.014|0.518 +0.012 0.190
19.4 0.93 0.07/0.36/0.33) 0.42 |0.148 +£0.017(0.471 +£0.011 0.197
22.2 1.96 0.28/0.17/0.17] 0.18 |0.027 4+ 0.005|0.860 £ 0.011 0.158
22.2 1.66 0.15/0.26|0.24f 0.29 |0.081 +0.012|0.654 £+ 0.014 0.191

TABLE XXII: Kinematics for the SLAC E122 experiment. Valués Ey, Q?, z andy are from Ref.[9]. Values foRs and Ry are calculated
using the MSTW200¢ [87] leading-order parameterizatidme producty’s Ry provides the lever arm for isolating tli&, contribution to the

asymmetry. We usell;"™P""*? in line with the original publicatior{ [9].
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APPENDIX B: FORMALISM FOR BEAM DEPOLARIZATION CALCULATION

The beam depolarization was calculated using Eq.(9.11g6f|R0]:

k2 [¢1 — CE. (¢1 — 3¢0)]
(] + ) — Zereaty

—

D(p1,¢1) =

(B1)

wheree; » are the energy of the electron before and after bremsstighltu unit of the electron massi.c?, k is the

bremsstrahlung photon energy in unitsmofc?, f is the polarization vector of the electron with, = 1 for longitudinally
polarized electrons, ang; , are given in the “complete screening” limit by

Y1 = 4In(11127Y3) 42 — 4f(Z) = 4[In(1832Y/3) — f(Z)], (B2)
g2 = AIn(18377%) — f(2)] - . (B3)
wr  The functionf(Z7) is
= 1
f(Z) = a® )  ——5—, (B4)
ngl n(n? + a?)

1078

1079

1080

1081

1082

1083

1084

1085

with a = (Ze?/h/c).

The “complete screening” limit is defined 8s¢/6 > 1 wheref; = (Z1/3/121)b1- with by = 6, by = 1.2 andbs = 0.3;
£=1/(1+u?) withu = p16;; andd = k/(2¢1¢2). Herepy, p» are the momenta of the electron before and after bremsstrghl
in units ofm.c, andéy, 65 are the angles betweeh, p> and the photoﬁ, respectively. Because for high energy electr®nis
very small,u ~ 0 and¢ ~ 1. Putting all notations together, the complete screenmg Is

where the approximationis validif < ¢; (which impliese; =~ ¢; andk < ¢;) and the complete screening condition is satisfied
if 12 > 1. For the 6-GeV beam used in this experimentx 12000 andk < €3, therefore the complete screening limit can

be used.

Z1/3 Z1/3
Bi€ _ 121 bi —~ 121 bi >1 (B5)
- E Tk 1
5 (1 + 6%9%) 26162 26162 + 5/{9%
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