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The ratio of the electric and magnetic form factor of the proton, µpG
p
E/G

p
M , has been measured

for elastic electron-proton scattering with polarized beam and target up to four-momentum transfer
squared, Q2 = 5.66 (GeV/c)2 using the double spin asymmetry for target spin orientation aligned
parallel and nearly perpendicular to the beam momentum direction.

This measurement of µpG
p
E/G

p
M agrees with the Q2 dependence of previous recoil polarization

data and reconfirms the discrepancy at high Q2 between the Rosenbluth and the polarization-
transfer method with a different measurement technique and systematic uncertainties uncorrelated
to those of the recoil-polarization measurements. The form factor ratio at Q2=2.06 (GeV/c)2 has
been measured as µpG

p
E/G

p
M = 0.720 ± 0.176stat ± 0.039sys, which is in agreement with an earlier

measurement with the polarized target technique at similar kinematics. The form factor ratio
at Q2=5.66 (GeV/c)2 has been determined as µpG

p
E/G

p
M = 0.244 ± 0.353stat ± 0.013sys, which

represents the highest Q2 reach with the double spin asymmetry to date.
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I. INTRODUCTION43

The elastic form factors are fundamental properties of44

the nucleon, representing the effect of its structure on45

the response to electromagnetic probes such as electrons.46

Detailed knowledge of the nucleon form factors is very47

important to understanding the nucleus. Electron scat-48

tering is an excellent tool to probe deep inside nucleons49

and nuclei. In the one-photon exchange (Born) approxi-50

mation, the structure of the proton or neutron is charac-51

terized by the electric and magnetic (Sachs) form factors,52

GE(Q2) and GM (Q2), which depend only on the four-53

momentum transfer squared, Q2. At Q2 = 0, the proton54

form factors are normalized to the charge GpE(0) = 1 (in55

units of e) and the magnetic moment GpM (0) = µp = 2.7956

(in units of nuclear magnetons).57

The Rosenbluth separation technique has been the first58

method to separate the squares of the proton form factors59

GpE and GpM by measuring the unpolarized elastic elec-60

tron scattering cross sections at different angles and en-61

ergies at fixed Q2 [1]. In addition, the proton form factor62

ratio, µpG
p
E/G

p
M has been extracted from measurements63

of polarization components of the proton recoiling from64

the scattering of longitudinally polarized electrons [2, 3].65

In the ratio of polarization components, which is propor-66

tional to GpE/G
p
M , many of the experimental systematic67

errors are canceled.68

Measurement of the beam-target asymmetry using69

double polarization experiments with polarized target is70

a third technique to extract µpG
p
E/G

p
M , which has not71

been conducted as often as Rosenbluth separation or re-72

coil polarization experiments [4, 5]. For elastic scattering73

of polarized electrons from a polarized target, the beam-74

target double asymmetry, Ap is directly related to the75

form factor ratio, GpE/G
p
M as:76

Ap =
−bR sin θ∗ cosφ∗ − a cos θ∗

R2 + c
, (1)

where R = GpE/G
p
M with R = 1/µp at Q2 = 0.77

The polar and azimuthal angles, θ∗ and φ∗ relative to78

the z and x axes, respectively, describe the orientation79

of the proton polarization vector relative to the direc-80

tion of momentum transfer, ~q = ~pe − ~pe′ , where the81

z axis points along ~q, the y axis perpendicular to the82

scattering plane defined by the electron three-momenta83

(~pe × ~pe′), and the x axis so to form a right-handed84

coordinate frame. The quantities a, b, c are kinematic85

factors given by a = 2τ tan θe
2

√
1 + τ + (1 + τ)2 tan2 θe

2 ,86

b = 2 tan θe
2

√
τ(1 + τ) and c = τ +2τ(1+ τ) tan2 θe

2 with87

τ = Q2/(4M2), where θe is the electron scattering angle88

and M is the proton mass.89

The world data of the proton form factor ratio,90

µpG
p
E/G

p
M from the Rosenbluth separation method [6–91

15] are shown in Fig. 1 along with those obtained from92

double polarization experiments with recoil polarization93

[16–30] and polarized target [31, 32]. An almost linear94

fall-off of the polarization data can be seen compared to95

the nearly flat Q2 dependence of µpG
p
E/G

p
M measured96

with the Rosenbluth technique. One possible solution97

that explains the difference between the polarized and98

unpolarized methods is two-photon exchange (TPE) [34–99

43], which mostly affects the Rosenbluth data while the100

correction of the polarization data is small. It is also ar-101

gued that effects other than TPE are responsible for the102

discrepancy [44–46]. Several experiments have been con-103

ducted to validate the TPE hypothesis by probing the104

angular dependence of recoil polarization [16], nonlinear105

dependence of unpolarized cross sections on ε [47], and106

by directly comparing e+p and e−p elastic scattering [48–107

51]. Evidence for TPE at Q2 < 2.5 (GeV/c)2 has been108

found to be smaller than expected, and more data are109

needed at high Q2 to be conclusive [51].110

Having formally the equivalent sensitivity as the recoil111

polarization technique to the form factor ratio, the third112

technique, beam-target asymmetry, is very well suited113

to verify the results of the recoil polarization technique.114

By measuring µpG
p
E/G

p
M and comparing it to the pre-115

vious results, the discovery of any unknown or under-116

estimated systematic errors in the previous polarization117

measurements is possible. The first such measurement118

was done by the experiment RSS at Jefferson Lab at119
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FIG. 1: Proton electric to magnetic form factor ratio from
Rosenbluth-separated cross-sections, without TPE correc-
tion(black symbols) [6–15] and from double-polarization ex-
periments (colored symbols) [16–32]. The parametrization by
Kelly [33] is also shown.
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Q2 = 1.5 (GeV/c)2 [32]. Carrying out the same measure-120

ment at higher Q2 values is very important to study the121

consistency of the third technique, double-spin asymme-122

try with the first two techniques, Rosenbluth separation123

and recoil polarization. In this work, the polarized target124

method has been applied at Q2 = 2.06 and 5.66 (GeV/c)2125

as a by-product of the Spin Asymmetries of the Nucleon126

Experiment (SANE) [52].127

Section II presents a description of the experimental128

setup. Section III discusses details of the data analy-129

sis method, including the elastic event selection, raw and130

physics asymmetry determinations, extraction of the pro-131

ton form factor ratio, µpG
p
E/G

p
M , and estimation of the132

systematic uncertainties. Section IV presents the final133

results of the experiment measurement ?, which are dis-134

cussed in Section V in light of the proton form factor ratio135

discrepancy. Section VI presents the conclusion with the136

impact of the measurement on the world database of the137

proton electromagnetic form factor ratio.138

II. EXPERIMENTAL SETUP139

The experiment SANE (E07-003) is a single-arm140

inclusive-scattering experiment [53–58]. The goal of141

SANE was to measure the proton spin structure func-142

tions g1(x,Q2) and g2(x,Q2) at four-momentum trans-143

fer squared 2.5 < Q2 < 6.5 (GeV/c)2 and values of the144

Bjorken scaling variable 0.3 < x < 0.8, which is an ex-145

tension of the kinematic coverage of experiment RSS per-146

formed in Hall C, Jefferson Lab [59].147

SANE measured the inclusive double spin asymmetries148

with the target spin aligned parallel and nearly perpen-149

dicular (≈80◦) to the beam direction for longitudinally150

polarized electron scattering from a polarized target [60].151

The experiment was carried out in experimental Hall C152

at Jefferson Lab from January to March, 2009. A sub-153

set of the data was used to measure the beam-target154

spin asymmetry from elastic electron-proton scattering155

for target spin orientation aligned nearly perpendicular156

to the beam momentum direction. Recoiled protons were157

detected by the High-Momentum Spectrometer (HMS) at158

22.3◦ and 22.0◦, and central momenta of 3.58 and 4.17159

GeV/c, for the two different beam energies 4.72 and 5.89160

GeV, respectively. Scattered electrons were detected by161

the Big Electron Telescope Array (BETA) in coincidence162

with the protons in the HMS. In addition to that con-163

figuration, single-arm electron scattering data were also164

taken by detecting the elastically scattered electrons in165

the HMS at a central angle of 15.4◦ and a central mo-166

mentum of 4.4 GeV/c for an electron beam energy of 5.89167

GeV for both target spin configurations.168

The Continuous Electron Beam Accelerator Facility169

(CEBAF) at the Thomas Jefferson National Accelerator170

Facility delivered longitudinally polarized electron beams171

of up to 6 GeV with ∼ 100 % duty factor simultaneously172

to the three experimental halls A, B, and C [61]. The CE-173

BAF accelerator has recently been upgraded to 12 GeV174

with the addition of a fourth hall (D) [62]. The Hall C175

arc dipole magnets were used as a spectrometer to mea-176

sure the energy of the electron beam as it entered the177

Hall. Using the curvature of the beam over its 34.4◦ de-178

flection by dipoles and the precise knowledge of the arc179

dipole fields, the energy of the beam entering the hall180

is determined with an accuracy of ∆E/E ∼ 10−4. The181

beam polarization was measured with the Hall C Møller182

polarimeter [63] and was typically found to be nearly183

85% with a precision of xx%. The fast-raster system,184

located 25 meters upstream of the target, is designed to185

increase the effective beam spot to 1 × 1 mm2 at the186

target [64, 65] in order to prevent damage to the tar-187

gets due to the high current and very localized energy188

deposit. In addition to the standard Hall C beam-line189

instrumentation [64, 65], SANE required extra beamline190

equipment to accommodate a polarized target. A slow-191

raster system was added to spread the beam over an even192

larger area of the target material. This second raster193

was circular, with a diameter of 2 cm [66]. Because the194

raster system rapidly changed the actual beam position195

on the target during the experiment, SANE monitored196

the beam position relative to the beam center by record-197

ing the raster X and Y amplitudes. The target polariza-198

tion was maintained and oriented with a strong magnetic199

field. When the target magnetic field is nearly perpendic-200

ular to the beam, the electron beam would be deflected201

down, away from the target center. To counteract this,202

the beam was sent through a chicane of magnets which203

bent it down and then back upward at the target so that204

it does not miss the center of the target. Even after the205

beam passed through the target center, it would continue206

to bend downwards, deflecting away from the standard207

beam dump in the Hall. Therefore, an 80-foot-long he-208

lium bag was used as the beam line from the scattering209

chamber to the beam dump. The exit windows of this210

beam line were large enough to accept the different beam211

deflections 2.8◦ and 2.2◦ due to different beam energies212

4.72 and 5.89 GeV, respectively. Detailed description of213

the modifications to the standard Hall C beam line and214

the beam polarization can be found in [67].215

The primary apparatus for the elastic data was based216

on the superconducting High Momentum Spectrometer217

(HMS), which has a large solid angle and momentum ac-218

ceptance, providing the capability of analyzing high mo-219

mentum particles up to 7.4 GeV/c. Complete description220

of the HMS spectrometer and its performance during the221

SANE experiment in detail can be found in [55]. The222

spectrometer is equipped with a set of detectors to regis-223

ter and track charged particles scattered from the target.224

In the standard configuration, the HMS detector package225

consists of a pair of gas drift chambers (DC1 and DC2)226

[68], four planes of scintillator hodoscopes (S1X, S1Y,227

S2X, S2Y) [69], a gas Cherenkov detector, and a lead-228

glass calorimeter. The two drift chambers provide the229

particle tracking information at the focal plane, which is230

an imaginary plane defined midway between the two drift231

chambers. The scintillator hodoscopes are used for trig-232
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gering the detector read-out and provide timing informa-233

tion while the gas Cherenkov detector and the lead-glass234

calorimeter provide information for particle identification235

(PID).236

In order to perform a coincidence experiment with the237

proton detected in HMS, the electron detector required238

to have a large acceptance to match with the proton239

acceptance defined by the HMS collimator. The lead-240

glass electromagnetic calorimeter, BigCal as a part of241

BETA, provided the needed acceptance with sufficient242

energy and angular resolution for this coincidence elec-243

tron determination [67]. The calorimeter was assembled244

by the GEp-III collaboration [16, 17]. This has a large245

solid angle of approximately 0.2 sr with the face of the246

calorimeter placed 3.50 m from the target cell. In ad-247

dition to BigCal, BETA consists of Cherenkov counters248

and scintillating fiber trackers for particle identification249

(PID) and directional information.250

As a double polarization experiment, SANE used a251

polarized proton target in form of crystalized ammonia252

(NH3). The protons in the NH3 molecules were polar-253

ized using Dynamic Nuclear Polarization (DNP) [70–72].254

The SANE polarized target setup replaced the standard255

Hall C scattering chamber. The target system consisted256

of a target insert, a superconducting pair of Helmholtz257

magnets, a liquid helium evaporation refrigerator system258

and a Nuclear Magnetic Resonance (NMR) system. The259

target insert was roughly 2 m long, which provided room260

for four different containers of target materials, in 2.5 cm261

diameter cups. Two cups, called top and bottom, were262

filled with crystalized NH3 beads, which were used as263

the proton targets. In addition to the crystalized am-264

monia, 12C and Polyethylene (CH2) targets were also265

used for detector calibration purposes. The target in-266

sert was immersed in a liquid He bath to maintain the267

target material at 1 K temperature, which was cooled268

down from 4 K by pumping off the liquid from the evap-269

oration refrigerator in order to optimize the target po-270

larization. The superconducting pair of Helmholtz mag-271

nets provided 5 T magnetic field in the target region. It272

can be rotated around the target in order to change the273

target field direction and hence the target polarization274

direction. The spin direction of the polarized proton can275

be aligned parallel (positive polarization) or anti-parallel276

(negative polarization) to the applied field direction by277

changing the frequency of the microwave radiation. The278

microwave horns were used on each NH3 target cup for279

this purpose. Data were taken at both microwave fre-280

quencies. The NMR coils embedded into the NH3 target281

cups provided an online target polarization and recorded282

the operating conditions. More details on the operation283

of the target can be found in Ref. [53, 67].284

The beam-target asymmetry, Ap shown in Eq. (1), is285

maximal when the proton spin is aligned perpendicular to286

the four-momentum transfer direction. However, due to a287

constraint on the rotation of the Helmholtz magnets, the288

maximum spin direction one could reach was 80◦ without289

blocking the BETA acceptance.290

III. DATA ANALYSIS291

A. Event Reconstruction292

The determination of the particle trajectory and mo-293

mentum at the target using the HMS was done in two294

major steps. The first step was to find the trajectory,295

the positions and angles, Xfp and θfp (Yfp and φfp) in296

the dispersive (non-dispersive) direction at the detector297

focal plane using the two HMS drift chambers.298

The second step was to reconstruct the target quan-299

tities by mapping the focal plane coordinates to the300

target plane coordinates using a reconstruction matrix,301

which represents the HMS spectrometer optics based on302

a COSY model [73]. This matrix was determined from303

previous data with the matrix that gives the correction304

due to the vertical target position being fixed to that de-305

termined from a COSY model. The reconstructed target306

quantities are Ytar, φtar, θtar and δ, where Ytar is the hor-307

izontal position at the target plane perpendicular to the308

central spectrometer ray, φtar and θtar are the in-plane309

(non-dispersive) and out-of-plane (dispersive) scattering310

angles relative to the central ray. The HMS relative mo-311

mentum parameter, δ = (P − P0)/P0, where P0 is the312

central momentum of the HMS, determines the momen-313

tum P of the detected particle.314

The presence of the target magnetic field affects the315

electron and proton trajectories. The standard matrix316

elements for δ and θtar take the vertical position of the317

beam at the target into account, hence the determina-318

tions of δ and of the out-of-plane angle, θtar are sensi-319

tive to a vertical beam position offset. The slow-raster320

system would vary the vertical position about its as-321

sumed average value. The HMS optics matrix has been322

determined originally without the presence of a target323

magnetic field. Therefore, an additional particle trans-324

port through the target magnetic field has been added to325

the existing HMS particle-tracking algorithm to account326

for the additional particle deflection due to the target327

magnetic field. The treatment of this additional particle328

transport was developed in an iterative procedure. First,329

the particle track was reconstructed to the target from330

the focal plane quantities by the standard HMS recon-331

struction coefficients, assuming no target magnetic field332

but a certain vertical beam position. Using these target333

coordinates, the particle track was linearly propagated334

forward to the field-free region at 100 cm from the tar-335

get center and then transported back to the target plane336

through the known target magnetic field, to determine337

the newly tracked vertical position. If the difference be-338

tween the newly tracked vertical position at the target339

center and the assumed vertical position of the beam340

was observed then a new effective vertical position was341

assumed and the procedure was iterated until the differ-342

ence between the tracked and assumed vertical positions343

became less than 1 mm [55].344
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1. Corrections to HMS Event Reconstruction345

Comparisons of data and Monte Carlo simulation346

(MC) were used to determine the target vertical and hor-347

izontal position offsets relative to the beam center. In348

MC, events were generated at assumed positions of the349

target and transported through the target magnetic field350

to an imaginary plane outside the field region. Then they351

were reconstructed back to the target using the standard352

HMS optics matrix. In the data, however, the events353

were reconstructed to the target positions using the same354

HMS optics matrix without the knowledge of the target355

offsets. The target horizontal position offset, Xoff , was356

determined by comparison of data to Monte Carlo simu-357

lation yields for the reconstructed horizontal position at358

the target, Ytar [55].359

The invariant mass, W of the elastic ep scattering can360

be written as a function of the scattered electron momen-361

tum, P , angle, θe and beam energy, E as362

W 2(P, θe) = M2 + 2M(E − P )− 4EP sin2 θe/2. (2)

In the single-arm data, W elastic peak was slightly corre-363

lated with θtar as in Fig. 2 (left). Because both θtar and364

δ have first-order dependences on the vertical positions365

of the target in the reconstruction matrix element, the366

vertical beam position deviation from the target center,367

Yoff , can have effects on the reconstructed θtar as well as368

δ and hence P . This sensitivity caused the correlation of369

θtar with the invariant mass, W as seen in Fig. 2 (left).370

The same correlation can be reproduced by the Monte371

Carlo simulation by reconstructing the particle to a dif-372

ferent vertical position than from where it was generated.373

The Monte Carlo generated correlation is shown in Fig. 2374

(right). Reproduction of the θtar vs W correlation in MC375

generates confidence that the same correlation seen in the376

data is due to the reconstruction of the particle track to377

the incorrect vertical target position. Therefore, the tar-378

get vertical position offsets relative to the beam center379

were introduced and determined for the measured data380

by data-to-Monte Carlo simulation comparisons. This381

has been a suitable method to check the target vertical382

position offsets for the polarized target experiments.383

2. Corrections to Coincidence Event Reconstruction384

The elastic events from the coincidence data were se-385

lected using both HMS and BigCal quantities. The386

horizontal (vertical) coordinate of the scattered electron387

at the entrance plane of BigCal, XBETA (YBETA) was388

measured, and also calculated from the proton coordi-389

nates reconstructed by HMS, XHMS (YHMS) using elas-390

tic kinematics for the known electron beam energy, E391

and the recoil proton angle, θp. The differences be-392

tween the measured and the calculated BETA quantities,393

∆Y = (YHMS − YBETA), and ∆X = (XHMS −XBETA)394

was obtained and utilized to check the quality of the395

HMS-BETA coincidence data.396

Based on energy and momentum conservation for397

electron-proton elastic scattering, the recoil proton mo-398

mentum, Pp(θp) could be calculated from the recoil pro-399

ton angle, θp, as400

Pp(θp) =
2ME(E +M) cos θp

M2 + 2ME + E2 sin2 θp
. (3)

The residual difference between the proton momentum401

detected by HMS, Pp and the proton momentum calcu-402

lated by the recoiled proton angle, Pp(θp), expressed as a403

percentage of the HMS central momentum, P0, is given404

as405

∆p =
Pp − Pp(θp)

P0
× 100. (4)

The recoil proton momentum Pp was not used for the406

kinematic calculation because of its larger uncertainty.407

Correlations of the HMS quantities θtar vs ∆p and the408

BETA quantities ∆Y vs YBETA were observed in the409

coincidence data, as seen in Fig. 3. Since all of these410

correlations are related to the vertical position or angle,411

a correction of out-of-plane angle due to the target mag-412

netic field was found to be the best explanation. Sub-413

sequently, all these correlations were corrected by apply-414

ing an azimuthal angle dependence to the data, which415

was finally used for the reconstruction of particle tracks416

to the target center. This correction changed the par-417

ticles reconstructed momentum and, therefore, the re-418

constructed vertical position, which eliminated the above419

correlations.420

B. Elastic Event Selection421

Single-arm electrons were identified in HMS with PID422

and momentum acceptance cuts. The Cherenkov and the423

151

Figure 4.20. After using the same beam X and Y position o↵sets as well as the same
Cherenkov and drift chamber e�ciencies as the C run 72782, the data to
Monte Carlo comparison for the reconstructed HMS quantities for the
NH3 target 72790 is shown.
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Figure 4.21. The X 0
tar vs W correlation for the data (left) and for MC (right).
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FIG. 2: The correlation of θtar with W for single-arm electron
data on HMS (left) and the same generated for MC (right).
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lead glass calorimeter in HMS were used to discriminate424

e− from π−, requiring the number of photoelectrons seen425

by the Cherenkov counter Ncer > 2 (Cherenkov cut) and426

the relative energy deposited in the lead glass calorime-427

ter, Ecal/P > 0.7 (calorimeter cut), where P is the recon-428

structed electron momentum in the HMS spectrometer429

[55].430

The invariant mass, W of the elastic ep scattering can431

be written as a function of the scattered electron momen-432

tum, P , angle, θe and beam energy, E as433

W 2(P, θe) = M2 + 2M(E − P )− 4EP sin2 θe/2. (5)

434

Figure 4 shows the relative momentum δ for the single-435

arm electron data as a function of invariant mass, W .436

The nominal momentum acceptance is given by −8% <437

δ < 10%, which is usually applied as a fiducial cut in438

addition to the PID cuts. This eliminates events that439

are outside of the nominal spectrometer acceptance, but440

end up in the detectors after multiple scattering in the441

magnets or exit windows. Because a significant num-442

ber of elastic events populated the region of larger δ443
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θ t
ar
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FIG. 3: The correlation of the HMS quantities, θtar vs ∆p

(Top) and the correlation of the BETA quantities, ∆Y vs
YBETA (Bottom) for the coincidence data.

values, as, 10% < δ < 12%, where the reconstruction444

matrix elements are not well known, these data were an-445

alyzed individually so that the systematic effect from the446

HMS reconstruction matrix could be determined sepa-447

rately. Therefore, two δ regions, −8% < δ < 10% and448

10% < δ < 12%, were used separately in addition to the449

PID cuts to extract the elastic events. About ∼ 40% of450

extra elastic events were obtained by using the higher δ451

region.452

The elastic events from the coincidence data were se-453

lected using both HMS and BigCal quantities. A large454

number of π0 events were produced in the target. These455

neutral pions decayed very rapidly into two photons. The456

BigCal energy calibration was done using the energy de-457

posited in two separate clusters in BigCal from these two458

photons from π0 decay. More details of the BigCal cali-459

bration method and procedure can be found in appendix460

D in Ref. [57]. The horizontal (vertical) coordinate of461

the scattered electron at the entrance plane of BigCal,462

W"(GeV/c2)"

"δ
"("
%
")"

FIG. 4: The relative momentum δ for the single-arm elastic
electron data as a function of invariant mass, W .
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XBETA (YBETA) was measured, and also calculated from463

the proton coordinates reconstructed by HMS, XHMS464

(YHMS) using elastic kinematics for the known electron465

beam energy, E and the recoil proton angle, θp. The466

recoil proton momentum Pp was not used for the kine-467

matic calculation because of its larger uncertainty. Both468

HMS and BigCal quantities were used to select the elas-469

tic events from the coincidence data. The differences be-470

tween the measured and the calculated BETA quantities,471

∆Y , and ∆X are sown in Fig. 5. A square cut applied472

with ∆X = ± 7 cm and ∆Y = ± 10 cm as in Fig. 5473

(black square) to reduce the background.474

However, an elliptic cut applied to the differences, ∆Y ,475

and ∆X,476 (
∆X

Xcut

)2

+

(
∆Y

Ycut

)2

≤ 1,

with Xcut and Ycut representing the half axes, reduces477

the backgrounds most effectively, as illustrated in Fig. 5478

(red circle). Here, (Xcut, Ycut) = (7, 10) cm.479

Based on energy and momentum conservation for480

electron-proton elastic scattering, the recoil proton mo-481

mentum, Pp(θp) could be calculated from the recoil pro-482

ton angle, θp, as483

Pp(θp) =
2ME(E +M) cos θp

M2 + 2ME + E2 sin2 θp
. (6)

The residual difference between the proton momentum484

detected by HMS, Pp and the proton momentum calcu-485

lated by the recoiled proton angle, Pp(θp), expressed as a486

percentage of the HMS central momentum, P0, is given487

as488

∆p =
Pp − Pp(θp)

P0
× 100. (7)

The variance of ∆p, Eq. 4, was found to be 0.7%. A489

±3σ cut around the central peak of ∆p was chosen for490

further background suppression for the coincidence data.491

The spectrum of ∆p is shown in Fig. 6.492

C. Raw/ Physics Asymmetries493

The measured double polarization raw asymmetries of494

the extracted elastic events were formed by,495

Araw =
N+ −N−

N+ +N−
, (8)

where N+ and N− are the raw elastic yields normalized496

by the dead time corrected charge. They are defined by497

N+ = N↑↑ +N↓↓ and N− = N↑↓ +N↓↑, where the first498

index refers to the beam helicity and the second index499

refers to the target polarization.500

The physics asymmetry,501

Ap =
Araw
PBPT f

+Nc, (9)

ΔX"(cm)""

ΔY
"(c
m
)""

FIG. 5: The elliptical cut (red) with (Xcut, Ycut) = (7, 10)
cm applied to the ∆Y vs ∆X distributions at Q2 = 6.19
(GeV/c)2.

was obtained by dividing the Araw by target and beam502

polarizations, PT and PB , and the dilution factor, f .503

The dilution factor is the ratio of the yields of scatter-504

ing off free protons to those from the entire target. The505

Nc term is a correction to the measured raw asymmetry506

to account for the quasi-elastic scattering contribution to507

the polarized 14N . Nc, for SANE is larger and opposite508

sign than for RSS [32] because SANE used 14N instead509

15N in RSS. Therefore, the 1/Nc term for SANE is found510

FIG. 6: The ∆p spectrum of all coincidence events at Q2 =
6.19 (GeV/c)2 after applying the elliptical cut.



8

to be 1/0.98. which was considered to be negligible.511

The ratio of the volume taken by the ammonia crystals512

to the entire target cup volume is known as the pack-513

ing fraction, which was determined by normalizing the514

measured data with the simulated yields. The different515

packing fractions give rise to the different target mate-516

rial contributions inside the target cup. Both target cups517

were used during the data taking. The packing fractions518

were determined on top target as 55±5% and bottom tar-519

get as 60±5%. More details about the packing fraction520

determination can be found in Ref. [58, 67].521

1. Determination of f and Ap for The Single-Arm Data522

The dilution factor, f represents the fraction of po-523

larizable material in the beam from which electrons can524

scatter. The SANE target was immersed in a liquid He525

bath. Hence electron scattering can occur from all the526

materials inside the target cup, as well as from all the527

materials in the beam path toward the target cup which528

are H, N, He and Al. Contributions from Al arise from529

the target cup lids, the 4 K shield and the refrigerator’s530

tailpiece. Does this need a better word ??. In addition531

to the electron scattering off from the protons in H, the532

background contributions rise from the additional tar-533

get cup materials, N, He and Al are needed to estimate.534

A Monte Carlo simulation was used to estimate these535

backgrounds in order to determine the dilution factor.536

The weighted amount of target materials inside each tar-537

get cup was calculated, taking into account the packing538

fraction. The scattering yields due to H, N, He and Al539

were simulated using their individual cross sections and540

compared with the single-arm elastic data to estimate541

the backgrounds. The simulated target contributions for542

the top target for the two different δ regions are shown543

in Fig. 7 (top row). In Fig. 7 (top right), the MC tail544

serves to estimate the background most accurately. How-545

ever, the acceptance in the high-momentum bin is not546

well known, hence the peak yield deviates from the data.547

Nevertheless the spin asymmetry should still be accurate548

as it is mostly independent of the acceptance.549

The dilution factors were calculated for both top and550

bottom targets by taking the ratio of the difference be-551

tween the total raw yields and the Monte Carlo back-552

ground yields (N+He+Al) to the total raw yield,553

f =
Ydata − YMC

Ydata
, (10)

where Ydata = N++N− is the total raw yield of the mea-554

sured data and YMC is the total Monte Carlo background555

yield from N, He, and Al. The obtained dilution factors556

are shown in Fig. 7 (middle row) for the top target for557

two different δ regions. The dilution factor is the largest558

in the elastic region where 0.91 < W < 0.97 GeV/c2.559

The physics asymmetry, Ap, was evaluated for the se-560

lected elastic events using Eq. (9) for average values of561

PB = 73±1.5%, PT = 70±5.0%, and by normalizing with562

the dilution factor, f . Figure 7 (bottom row) shows the563

physics asymmetries for the top and bottom targets and564

for the two different δ regions, as a function of W . The565

physics asymmetries were constant in the elastic region of566

0.91 < W < 0.97 GeV/c2 where the dilution factor is the567

largest, which supports that the functional dependence568

of f on W as in Fig. 7 (middle) is accurate. The average569

physics asymmetries and uncertainties of this constant570

region were determined for both targets and δ regions571

using an error-weighted mean of the W bins in the inter-572

val of 0.91<W<0.97 GeV/c2. The weighted average Ap573

was obtained for each δ region by combining the average574

physics asymmetries from both top and bottom targets.575

The weighted average asymmetry results are shown in576

Fig. 9 (left), and are listed in Tab. I (left half ).577

2. Determination of f and Ap for The Coincidence Data578

For the coincidence data, the Monte Carlo simulation579

was generated using known C and H elastic cross sections.580

The background shape under the elastic peak was deter-581

mined by normalizing the C background to the data for582

the region of 0.03 < ∆p < 0.08, where the data and the583

background distributions match each other. A compari-584

son between the measured data and the simulated yields585

is shown in Fig. 8. Because of low statistics, the dilu-586

tion factor for the coincidence data was not calculated as587

a function of W (or ∆p), as done for elastic single-arm588

data. Instead, the average dilution factor was determined589

by an integration method using the normalized carbon590

MC yields and the measured data yields under the elas-591

tic peak in the interval of |∆p|<0.02 (3σ) and then by592

using Eq. (10). The procedure was done separately for593

both beam energies 5.895 GeV and 4.725 GeV. The av-594

erage dilution factors based on the integration method595

for the top and bottom targets for the beam energy of596

5.895 GeV were determined as f = 0.785 ± 0.039 and597

0.830 ± 0.042, respectively. Only the bottom target was598

used for 4.725 GeV and the dilution factor was deter-599

mined as f = 0.816± 0.041.600

The weighted average physics asymmetry and uncer-601

tainty between the top and bottom targets for the beam602

energy of 5.895 GeV were obtained as Ap = 0.083±0.074,603

while that for the beam energy of 4.725 GeV resulted in604

Ap = 0.248± 0.138.605

Figure 9 (right) shows the extracted weighted average606

physics asymmetries for both beam energies for the co-607

incidence data. The results are shown in Tab. I (right608

half ).609

D. Extraction of the Gp
E/Gp

M Ratio610

One can extract µpG
p
E/G

p
M for a known target spin611

orientation from the beam-target asymmetry in Eq. (1)612

by solving for R.613
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FIG. 7: Yields, dilution factor, and physics asymmetries as a function of W for −8% < δ < 10% (left column) and 10% < δ <
12% (right column). Top row : The simulated target contributions at the elastic peak compared to the data as a function of
W for the top target. Different colors show different target type contributions to the yield. Middle row : The dilution factors
inferred from simulated yields as a function of W for the top target. Bottom row : The resulting physics asymmetries for the
top and bottom targets as a function of W .

The four-momentum transfer squared, Q2(E,E′, θe),614

can be obtained for elastic events by knowing exact θe615

or E′ alone with equally accurately from either quan-616

tity. However, propagating systematic uncertainties for617

θe(δθe = 0.5 mrad) and E′(δE′ = 0.1%) allows to eval-618

uate the accuracy for determining Q2 from θe or E′, re-619

spectively and found that it is more accurate to get Q2
620

from θe. Therefore, we used the electron angle θe to cal-621

culate Q2 for already selected elastic events and found622

to agree with the Q2 distribution from the Monte Carlo623

simulation yields. The mean value of the Q2 distribu-624

tion was used to calculate τ which is used in the terms625

a, b, c in Eq. (1). The mean of the detected (or calculated626

using elastic kinematics of the proton in HMS) electron627

scattering angle, θe was determined by the θe distribu-628

tion for the selected electrons on single-arm (coincidence)629

data. The polar and azimuthal angles, θ∗ and φ∗ were630

calculated as631

θ∗ = arccos(− sin θq cosφe sinβ + cos θq cosβ) (11)

φ∗ = − arctan

(
sinφe sinβ

cos θq cosφe sinβ + sin θq cosβ

)
+ 180◦.

The out-of-plane angle of the scattered electron at the632

target plane, φe, is the mean of the detected φe distribu-633

tion for the elastic events. The three-momentum transfer634

vector, ~q, points at an angle θq, which is identical with635

the elastically scattered proton angle, and is measured636

event-by-event for the elastic kinematics of the electron637

(proton) in the HMS. The mean value of the θq distri-638
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bution was used in Eq. (11). The target magnetic field639

direction was oriented with β=80◦ toward the BETA de-640

tector package from the beam line direction within the641

horizontal plane. The distribution of φ∗ arises from the642

φe acceptance distribution. If φe = 0 then φ∗ = 0 for643

single-arm data and φ∗ = 180◦ for coincidence data.644

The physics asymmetries, Ap, and the extracted pro-645

ton form factor ratios, R = GpE/G
p
M , together with the646

average kinematic parameters for both single-arm and647

coincidence data are shown in Tab. I.648

E. Systematic Error Estimation649

The systematic error of the form factor ratio GpE/G
p
M ,650

∆(GpE/G
p
M ) was determined by propagating the errors651

from the experimental parameters to the physics asym-652

metry, ∆Ap.653

The errors arising from the kinematic quantities were654

estimated by varying each quantity, one at a time by its655

corresponding uncertainty (δE = 0.05% for the beam en-656

ergy, δP = 0.1% for the central momenta, and δθe = 0.5657

mrad for the spectrometer angle), and by propagating658

these errors to a Monte Carlo extracted GpE/G
p
M ra-659

tios, which are extracted with the aid of the MC sim-660

ulation. The resulting difference between the extracted661

GpE/G
p
M ratio from the value at the nominal kinematics662

and the value shifted by the kinematic uncertainty was663

taken as the contribution to the systematic uncertainty664

in the GpE/G
p
M ratio due to that quantity. In general, the665

uncertainties due to the kinematic variables, E,E′(= P )666

and θe are less than 1%.667

Using the Jacobian of the elastic electron-proton re-668

action, the error on the momentum transfer angle, δθq,669

was obtained from δE and the δθe and estimated as670

!

"#$#!!

FIG. 8: Left : The normalized carbon background (green)
and H (blue) comparison to the coincidence data (red) for
the beam energy 5.895 GeV.

δθq = 0.03◦. In addition, by assuming an error of the671

target magnetic field direction of δβ = 0.1◦, the uncer-672

tainties of θ∗ and φ∗ were estimated to be δθ∗ = 1.22673

mrad and δφ∗ = 0.3 mrad. The error of GpE/G
p
M from674

the δθ∗ was determined as 0.54%, while that from the675

δφ∗ was determined as 0.01%. The systematic error on676

the target polarization was estimated as 5%, which con-677

stitutes the largest systematic uncertainty [53]. The er-678

ror on the beam polarization measurement comes from679

a global error of the Møller measurements and the error680

due to the fit to these measurements. The beam polar-681

ization uncertainty during SANE was measured as 1.5%682

[53].683

For both single-arm and coincidence data sets, the di-684

lution factors have been determined using the compari-685

son of data-to-Monte Carlo simulated yields. Since the686

simulated yields were based on the packing fraction, the687

error of 5% on the packing fraction measurement prop-688

agates to the dilution factor. Therefore, the uncertainty689

of the form factor ratio, GpE/G
p
M , due to the error of the690

dilution factor was determined as 1.34%.691

Single-arm data were analyzed using an extended mo-692

mentum acceptance for the region of 10%<δ<12%, where693

the HMS optics were not well-tested. The reconstruc-694

tion of the particle tracks from this region was not well-695

understood. Therefore, the uncertainty of the spec-696

trometer optics on this region was a particular source697

of systematic uncertainty for the single-arm data [73].698

This has been tested with the Monte Carlo simula-699

tion. The biggest loss of events in this higher δ region,700

10%<δ<12%, was found to be at the HMS vacuum pipe701

exit. By applying ±2 mm offsets to the vacuum pipe702

positions on both vertical and horizontal directions sep-703

arately in the MC simulation, and taking the standard704

effective solid angle change between the offset and the705

Th
e	
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m
m
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	A

p	

Q2	(GeV/c)2	 Q2	(GeV/c)2	

FIG. 9: (Left): The weighted average physics asymmetries
for two different δ regions as a function of Q2. The ex-
pected physics asymmetries from the known form factor ratio
for each Q2 by Kelly’s form factor parametrization [33] are
also shown by dashed lines separately for the two different δ
regions. Right : The weighted average physics asymmetries
for the two beam energies 4.725 GeV (blue) and 5.895 GeV
(red) are shown. The dashed lines are the expected values of
the physics asymmetries for the two beam energies calculated
from the known form factor ratio for each Q2 bin by Kelly’s
form factor parametrization [33].
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single-arm Coincidence
−8%<δ<10% 10%<δ<12%

E (GeV) 5.895 5.895 5.893 4.725
θq (deg) 44.38 46.50 22.23 22.60
φq (deg) 171.80 172.20 188.40 190.90
θe (deg) 15.45 14.92 37.08 43.52
φe (deg) 351.80 352.10 8.40 10.95
Q2 (GeV/c)2 2.20 1.91 6.19 5.14
θ∗ (deg) 36.31 34.20 101.90 102.10
φ∗ (deg) 193.72 193.94 8.40 11.01
Ap ± δAp −0.205 ± 0.018 −0.139 ± 0.026 0.083 ± 0.074 0.248 ± 0.138
µpR± δ(µpR) 0.576 ± 0.217 0.973 ± 0.298 0.439 ± 0.411 −0.379 ± 0.690
Ap (expected) −0.186 −0.171 0.107 0.097
µpR (expected) 0.73 0.78 0.305 0.38

TABLE I: The experimental parameters together with the physics asymmetries and the extracted form factor ratios µpR =
µpG

p
E/G

p
M for both single-arm and coincidence data. The expected ratio µpR from Kelly’s form factor parametrization [33] for

each Q2 and the calculated asymmetry Ap from the expected µpR are also shown. The errors δAp and δ(µpR) are statistical.

nominal vacuum pipe position, the uncertainty due to706

higher-momentum electron tracks hitting the edge of the707

vacuum pipe exit was determined. The resulting uncer-708

tainty due to the particle track reconstruction and effec-709

tive solid angle change was estimated as 0.68%.710

Table II summarizes non-negligible contributions to711

the systematic uncertainty of the single-arm data. Each712

source of systematics, the uncertainty of each quantity,713

and the resulting contribution to the relative systematic714

uncertainty of the µpG
p
E/G

p
M ratio (=µpR) are shown.715

The total uncorrelated relative systematic uncertainty716

was obtained by summing all the individual contribu-717

tions linearly and quadratically The linear sum represents718

the maximum possible error of the measurement, which719

propagates to the error on µpG
p
E/G

p
M and was estimated720

as 9.13%. and the final error on the form factor ratio721

represents by the quadratic sum and was estimated as722

5.44%. The polarizations of the beam and target and the723

packing fraction were the dominant contributions to the724

systematic uncertainty. For the coincidence data, which725

are statistically limited, the systematic uncertainty was726

estimated based on the detailed systematics study at the727

single-arm data and found to be very small < 0.1%.728

IV. RESULTS729

The results for the proton elastic form factor ratio,730

µpG
p
E/G

p
M , determined for both single-arm and coinci-731

dence data, are shown in Tab. I. For the single-arm data,732

the resulting form factor ratio from the two δ regions733

of the HMS momentum acceptance was determined by734

extrapolating the short interval in Q2 from the location735

of each of the two data points to the nominal location736

of the average of both. For the shape of the Q2 de-737

pendence (or Q2 evolution), the Kelly parametrization738

[33] was used. After extrapolating each data point to739

the nominal average Q2 location, the weighted average740

of both data points was taken. extrapolating both mea-741

surements to the average Q2 using Kelly’s parametriza-742

Quantity Error
δ(µpG

p
E
/G

p
M

)

µpG
p
E
/G

p
M

E (GeV) 0.003 0.07%
E′ (GeV) 0.004 0.13%
θe (mrad) 0.5 0.54%
θ∗ (mrad) 1.22 0.54%
φ∗ (mrad) 0.3 0.01%
PT (%) 5.0 5.0%
PB (%) 1.5 1.5%
Packing Fraction, pf (%) 5 1.34%
Quadratic sum : 5.44%

TABLE II: Systematic uncertainty of each parameter and
the relative systematic uncertainty on the µpG

p
E/G

p
M ratio

due to the propagated uncertainty for the single-arm data.
The maximum possible systematic uncertainty is obtained by
the linear sum of all individual contributions. The final sys-
tematic uncertainty is obtained by the quadratic sum of all
individual contributions.

tion [33] and then taking the weighted average of the743

two form factor ratios. The resulting form factor ratio,744

µpG
p
E/G

p
M = 0.720±0.176stat±0.039sys was obtained for745

an average four-momentum transfer squared Q2 = 2.06746

(GeV/c)2.747

The form factor ratios from the coincidence data from748

two beam energies were also combined and the weighted749

average µpG
p
E/G

p
M was obtained at the average Q2 =750

5.66 (GeV/c)2. Since the errors on the coincidence data751

were largely dominated by statistics, the systematic un-752

certainties were not explicitly studied. Instead, the sys-753

tematics from single-arm data were applied for an estima-754

tion. The resulting form factor ratio for the coincidence755

data was obtained as µpG
p
E/G

p
M = 0.244 ± 0.353stat ±756

0.013sys for an average Q2 = 5.66 (GeV/c)2.757

Table III shows the final values for the µpG
p
E/G

p
M ratio758

together with the statistical and systematic uncertainties759

at each average Q2 value.760

Figure 10 shows the form factor measurements from761

SANE together with the world data as a function of762

Q2. The inner-error bars represent the statistical and763
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< Q2 > / (GeV/c)2 µpR± δ(µpRstat) ± δ(µpRsys)
2.06 0.720 ± 0.176 ± 0.039
5.66 0.244 ± 0.353 ± 0.013

TABLE III: Results of the form factor analysis from the exper-
iment SANE. The systematic error is based on the quadratic
sum of individual contributions in Tab. II.

the outer-error bars the quadratic sum of the statistical764

and systematic errors.765
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FIG. 10: The form factor measurements from SANE together
with the world data as a function of Q2. The inner-error bars
are systamatic and the outer-error bars are the quadratic sum
of the statistical and systematic errors.

V. DISCUSSION AND CONCLUSION766

Measurements of the proton’s elastic form factor ratio,767

µpG
p
E/G

p
M , from the polarization-transfer experiments768

at high Q2 continue to show a dramatic discrepancy769

with the ratio obtained from the traditional Rosenbluth770

technique in unpolarized cross section measurements as771

shown in Fig 10. The measurement of the beam-target772

asymmetry in the elastic ep scattering is an independent,773

third technique to determine the proton form factor ra-774

tio. The results from this method are in full agreement775

with the proton recoil polarization data, which validates776

the polarization-transfer method and reaffirms the dis-777

crepancy between Rosenbluth and polarization data with778

different systematics. Two-photon exchange (TPE) con-779

tinues to be a possible explanation for the form factor dis-780

crepancy at high Q2. However, the discrepancy may or781

may not be due to TPE, and further TPE measurements782

at high Q2 need to be made before a final conclusion on783

TPE can be achieved.784

Since the sensitivity of the beam-target asymmetry to785

the TPE effect is formally the same as in the recoil-786

polarization, this method was expected to show consis-787

tent results with the recoil-polarization method. Having788

different systematic errors from the Rosenbluth method789

and the polarization-transfer technique, the measure-790

ment of GE/GM with the polarized target technique791

gives the discovery of unknown or underestimated sys-792

tematic errors in the previous measurement techniques.793

Our result for µpG
p
E/G

p
M at Q2=2.06 (GeV/c)2794

is consistent with the previous measurement of the795

beam-target asymmetry at Q2=1.5 (GeV/c)2 [32] and796

agrees very well with the existing recoil-polarization797

measurements. Our measurement did not reveal any798

unknown systematic difference from the polarization-799

transfer method.800

The result at Q2=5.66 (GeV/c)2 has a larger statisti-801

cal uncertainty due to the small number of events. As802

a byproduct measurement of the SANE experiment, the803

precision of this result is limited by statistics. However,804

the measurement with HMS was not under optimized805

conditions. As a byproduct measurement of the SANE806

experiment, the form factor measurement with HMS was807

not under optimized conditions and hence the precision808

of the result is limited by statistics. Furthermore, a gas809

leak in HMS drift chamber during the coincidence data810

taking resulted in only 40% efficiency for elastic proton811

detection with the HMS. In addition, due to a damage of812

the superconducting Helmholtz coils that used to polar-813

ize the NH3 target [67], the production data-taking time814

was reduced. Therefore, single-arm data were taken for815

only about ∼12 hours in total while coincidence data for816

elastic kinematics were taken for only about one week for817

both beam energies 4.725 GeV and 5.895 GeV, ∼40 hours818

and ∼155 hours, respectively. The target spin orientation819

was not optimized for the measurement of GE/GM . Nev-820

ertheless, the obtained precision confirms the suitability821

of using the beam-target asymmetry for determinations822

of the µpG
p
E/G

p
M ratio at high Q2.823

Under optimized conditions, it would have been possi-824

ble to take at least four times the amount of data in the825

same time period, which would decrease the error bars826

on both measurements by at least a factor of two. It is827

hence suitable to extend the polarized-target technique828

to higher Q2 and achieve high precision with a dedicated829

experiment under optimized conditions.830
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