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TOTEM Experiment at LHC
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Consolidation of TOTEM DAQ with SRS System

reme DTCC —

OptoFecCard

Ethernet
1x10Gbps
3x1Gbps

FEC  lug=

« Each OptoRx reads up to 192 VFAT.
o ~24.5k digital channels per OptoRXx.
» ~400k digital channels for all TOTEM

detectors. Readout and storage system

network switch

* SRS provides a cost effective alternative to the present VME based solution.

» The Ethernet based readout offers many off-the-shelf hardware solutions (NICs, switches)
that naturally improve their performances driven by the market.

* SRS offers many possibilities of implementing data reduction and filtration by leveraging
the SRS resources at different stages in the DAQ chain.

» SRS flexibility allow system extension for future TOTEM upgrades.
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SRS Firmware development and test for TOTEM

Implement a robust Ethernet data transmission using UDP:
 Complete review of the UDP stack;
« Development of readout software for both DATE and stand-alone application using C++
and Boost libs.
» Extensive stress test in different configurations:
e 1FECto1PC;
e 4 FEC to 1PC via switch;
« 2x2 FEC to 2 PC via switch.

 Implement the LHC TTC full set of command and timing signals through
DTCC Links SRU -> FECs -> OptoRx;

 Full TTCrx test of timing and fast commands propagation to the font-end.
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Implementation of a new UDP Stack block

« UDP Stack is freely distributed by opencore.org in which we are collaborating for testing
and developing.

 AXI4-Stream standard bus;
« Support for 255 entries ARP table (essential for multi-host connection);
« [P TX and UDP RX, TX interfaces;
« Lower latency. One FIFO memory level in the TEMAC, no memory to memory copy;
« Lower memory and logic resource usage;

 Good performance observed during readout test
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UDP Stack and
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50% less LUTs
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Trigger rate at flat top ~25kHz
Readout bandwidth close to
the link limit 118MB/s

System stability over more
than 140M events
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UDP based readout pitfalls

* Ethernet protocols such as TCP/UDP are lossy by design. Packet
loss can occur:

— TCP-IP solves the issue of packet loss implementing retransmission -> very
costly to implement on FPGA a TCP/IP offload engine.

— Dropped packet are simply lost using UDP.

e UDP based readout CONS:

v’ Packet loss rates are not acceptable for long-running experiments with event
building such as TOTEM. Event synchronization must be guaranteed.

e UDP based readout PROS:

v' UDP stack is as lightweight as simple to implement on FPGA devices.

Is It possible to have a reliable UDP readout?
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UDP based readout pitfalls

Packet drop can occur at different levels in the DAQ
chain:

1) Atreceiver level. Data is pushed by the SRS UDP stack
when buffers are full in the receiving unit:
a) Network cards.
b) Network switches.

2) At Operating System level:

a) Unix kernel may be too slow handling interrupts from the Network
Interface Card (NIC) leading to packet drop.

b) Non real-time scheduling of the Linux OS does not guarantee the
readout process timing.

OS domain

Linux User
space domain

/

App.Layer

Linux Kernel |

— P

Transport Layer

IP Layer

SRS UDP HW Stack 4+b NIC

eand

Is It possible to have a reliable UDP readout?
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Answer is: YE

Ethernet Flow Control
It is @ mechanism defined in IEEE 802.3x
standard for temporaily pausing data flow
between two network nodes. When harware
buffer of a receiving device (eg. NIC, switch) is
close to be full, the PAUSE frame is sentto a
source device interrupting the transfer.
Further, the receiving device waits for space
to be released from the buffer and afterwards
sends RESUME frame resuming transmission.

- _/

... And here is the recipe:

New API \
It is an interface to use interrupt mitigation

techniques for networking devices in the Linux kernel.
The incoming message handling is defered until there
is a sufficinet amount of them, so can be processed at
once. In this scenario, when system is exposed to
high throuhput data flow, the network stack polls the
NIC buffer. In case the polling is performed too rarely,
the NIC buffer gets busy enabing Ethernet Flow
Control mechanism. Without NAPI, the Linux driver
under interrupt could miss free descriptors (memory
space where the kernel coppies data from hardware
buffers of the NIC) which haven't been processed by
the network stack yet and cause paclet drop. With
NAPI, in polling state, packet receive interrupts are

disabled,so no packets are dropped

J

( Ticket algorithm \
If the socket buffer hasn't been read by thg
user application and is full of data, the
network stack will drop any new incoming
packets at this stage. The ticket algorithm
prevents such a situation. In the Linux
kernel, packets are handled by struct skbu
storing headers and payload distributed, in
most of the cases, over memory pages.
Knowing size of the network socket buffer
and taking into account network stack
overhead, the algorithm calulates number
of pages which can be received and sends
this request via UDP to the data source.

puftet

Presented at Real-time conference RT2014, Japan


http://rt2014.rcnp.osaka-u.ac.jp/AbstractsRT2014.pdf

UDP Readout stress test results

First test scenario:

« 1 FEC streaming data to 1 PC.
 Processor Intel i3.

e Linux Kernel 2.6 Intel.

« Several NICs tested: PCI NIC e1000, PCle NIC e1000e, Broadcom
NetXtreme.

e Writing to a standard HD drive ~65MByte/s.

* Generating others high demand 10 processes active in parallel on
the same CPU and filesystem.

Packet Error Rate (PER) < 9*10-1 BERR < 2.5*101°
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UDP Readout stress test results
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UDP Readout stress test results

Second test scenario:

4 FEC streaming data @1Ghbit/s
to 1 PC receiving @1Gbhit/s

e Processor Intel Xenon
e Linux Kernel 2.6 Intel
« Broadcom NetXtreme

e Commercial switch form HP and
data server managed 3Com
4200G switch

Packet Error Rate (PER) <9.9*10-10

* Single packet is drop observe once in a while.
» Performance worst than point-to-point connection due to the switch, but it is still
acceptable.
* Simply relying on the Ethernet Flow Control + the ticketing mechanism the
system rate adjust to 1GBit and cope with system fluctuations.
 No trigger rate tuning needed!!!
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DTCC Link Implementation for TOTEM

« The DTCC Link trigger frame for TOTEM is 8 bit long + 8 bit control word.
e The Link Baud rate is 40Mbaud, compliant with TTCci system requirements.

40MHz clock pair

er pair

X2 640Mbit/s data link to SRU

« TTCrx Commands are broadcasted to all DDTC Links:
 Level 1 Accept;
 BCO, ECO, OCQO;
 Resync;
* Back-pressure
o This DTCC implementation is TOTEM specific; however it uses the DTCC
firmware core blocks developed and offered to us by A.Tarazona.
* |t can be integrated in the main release.
« Unfortunately the main SRS SVN Repo has, so far, not up-to-date DTCCL
code.
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Firmware design and development strategies

D Opencores

12C, UDP stack, etc.

SRS SVN Repo
hosted at CERN

o~

- -

Soo SVN Externals links .-~

TOTEM SVN Repo
hosted at CERN ™

XJIRA

Issue Tracking System
supported at CERN
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TOTEM SVN Structure and release policy
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All subsystem projects (SRU, FEC, OptoRXx)
sit in the same repository trunk.

Software package (Slow Control, readout,
drivers, APIs) is common to all subsystems.
No SW binaries files on Repo.

FPGA programming binary files go to a
dedicated directory: Output.

Tags include the full project: all subsystems
+ software -> This implies compatibility and
Interoperability of software and firmware
versions.

The TOTEM SVN Librarian ask developers
to pass through a test procedure before
making a tag.

Commit to tagged version in /tag is not
allowed of course!

Michele Quinto

15



JIRA and SVN
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Outlook and future work

SRS System has been fully qualified for the TOTEM DAQ
Consolidation program:

— Stable readout under stress conditions for several hours.

— Successful of field test at IP5.

— Full back-compatibility with legacy system (TTC System, Software).

« Target data reduction and 2" level trigger algorithm leveraging the
FPGA processing power on SRS.

* Port the design to FEC V6 beta cards, we have received 2 FEC V6.
* Proceed with purchasing of full set of hardware ~20FEC.
« Extend DTCCL Links SRU <->~20 FECs.
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The Current TOTEM DAQ System Architecture
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* In the TOTEM standalone configuration, the VME bus bandwidth limits the
trigger rate to 1kHz.
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